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Summary

Infectious diseases are a natural process that reflects a long evolutionary history behwstn

and parasites. Therefore a sustainable balance between host and parasites in nature is presumably
FyY AYRAOIFGAZ2Y F2NJ I ay2NXIfé¢ FdzyOlAz2yAy3a | yR
that anthropogenic induced stresses may disrupt this naturalance thereby increasing the
impact of disease on host populations. Host genetic diversity can play an important role in
buffering populations against environmental stresses and disease spread.

In my doctoral research, | explored how an anthropogemidiutant (herbicide) affects the
strength and direction of hogparasite interactions. | used a hegsarasite system, consisting of

the diatom Asterionella formosaHassall and its obligatory hespecific chytrid parasite
Zygorhizidium planktonicum al® characterized the genetic diversity and population structure of

the hostA. formosaon different spatial scales.

In chapter 1l assessed the independent and combined effects of the widely used herbicide diuron
and the chytrid parasite on the fithess génetically different monoclona\. formosgpopulations.
Furthermore, | evaluated how herbicide exposure influenced infection dynamics and the impact of
infectious disease on host populations. This study showed that phenotypic traits (host cell volume)
can play a significant role in response to pollution and parasite spread and may obscure clear
genotypic differences. They should be considered when studying strain sensitivity to toxicants or
host-parasite genotype interactions. It also showed that herbisidedify the spread of disease in

A. formosa Whereas herbicide exposure initially posed a constraint on parasite transmission it
enhanced the spread of disease over time. This resulted at first in an antagonistic interaction
between herbicide and parasiten exponential host growth rate. It ended however in more

severe epidemics.

In chapter 21 conducted experiments and developed an individual based model (ABM) to unravel
mechanisms that caused the opposing patterns of parasite transmission. This sugdyed that
herbicide exposure negatively interfered with parasite transmission, however, only at low host
densities. At high host densities, herbicide exposure enhanced transmission. With an ABM model
we simulated this interference of herbicide exposung removing chemotaxis mechanisms. The
model produced patterns similar to those observed in our experiment. Hence, it supported the

hypothesis that chemotaxis is an important process in this{pasasite system but also that the
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importance of chemotaxisnilocating hosts is host density dependent. However, it could not
completely reproduce the significant higher infection success in the presence of the herbicide at
high host density. Thus inhapter 2the infection dynamic observed inhapter 1 could be
reproduced solely through the interaction effect between herbicide exposure and host density on
parasite transmission success. Interference of the herbicide with host finding mechanisms
explained the initial parasite transmission inhibition. Why parasitengnaission success is
enhanced by herbicide exposure at high host density remains unresolved at present.

The studies in botlchapter 1 and Andicate that herbicide exposure will only increase the spread
of disease when sufficient high host densities aresent to outweigh the negative effects of
herbicide exposure on host finding. However, the low host density conditions in our experiments
were already very high and comparable with peak bloom densitigs édrmosain the field. The

lack of evidence thaherbicide stress increases host susceptibilitAirformosatogether with its
negative effect on chytrid host finding mechanisms (transmission efficiency) imply that
development of chytrid epidemics will require higher host densities in the presenceeof th

herbicide diuron.

In chapter 31 studied the genetic diversity and population structure of the hAstformosaon
different spatial scales. An unexpected pattern, revealed much higher genetic differentiation
within lakes than among them. Two genetigatlistinct subpopulations were present in all the
studied Swiss lakes. This stubhgicates the potential presence afryptic specieswithin the
cosmopolitan freshwater diatomh. formosa It also creates interesting opportunities for further
research on cevolutionary dynamics betweeA. formosaand its chytrid parasites. An intriguing
hypothesis to test is whether chytrid parasites are a driving forceA.oformosapopulation
subdivision which could give potential for Red Queen coevolutionary dynamidsisinhost

parasite system.



Résumé

Les maladies infectieuses sont un processus naturel qui révele une longue histoire évolutionnaire
entre hotes et parasitedDe ce fait, un @uilibre durable entre hétes et parasites dans la nature
doit étre l'indicateur d'un écosysteme "en bonne santé" qui fonctionne "normalement”. Il est de
plus en plus évident que les divers stress anthropiques peuvent créer un déséquilibre et ainsi
accroite l'impact d'une épidémie sur les populations d'hotes. La diversité génétigue au sein des
hotes peut aussi jouer un rble tampon important contre les stress environnementaux et la

propagation des infections.

Au cours de mes recherches doctorales, j'ai chéra savoir de quelle facon un polluant
anthropique (un herbicide) affectait la force et la direction des interactions entre hotes et
parasites.Pour cela, j'ai utiliséin systéme hoteparasite composé de la diatoméksterionella
formosaet de son paras# obligatoire spécifique, le chytridBéygorhizidium planctonicuml'ai
€galement caractérisé la diversité génétique et la structure de la population de hdtemosaa

différentes échelles spatiales.

Dans le premier chapitre, j'ai évalué les effetdépendants et combinés de I'herbicide Diuron,
largement utilisé, et du chytride parasite sur le fithess de populations monoclonales,
génétiqguement différentes, dé. formosa.Par ailleurs, j'ai déterminé l'influence de I'exposition a
I'nerbicide sur les yhamiques d'infection efimpact des maladies infectieuses sur les populations
d'héte. Cette étude montre que les traits phénotypiques (volume des cellules hétes) pouvait jouer
un réle significatif en réponse a la pollution et a la transmission du parasiéventuellement
cacher des différences génétiques évidentdts devront étre considérés lors de I'étude de la
sensibilité des souches aux substances toxiques ou des interactions génétiqugmiaiite.Cela
montre aussi que les herbicides modifielat facon dont l'infection se propage au sein de
formosa Bien que l'exposition a I'herbicide freine la propagation du parasite au départ, elle
l'accélére par la suite au cours du tem@seci provient, au départ, d'une interaction antagoniste
entre I'neabicide et le parasite affectant le taux de croissance exponentiel de I'h6te qui pourtant

aboutit a une épidémie plus sévere.



Dans le deuxieme chapitre j'ai conduit des expériences et développé une simulatioragaurits

pour révéler les mécanismes seasents aux observations contradictoires quant a la propagation

des parasites. Cette étude a réveélé que I'exposition a I'nerbicide interféere négativement avec la
propagation du parasite, mais ceci uniqguement quand les densités d'h6te sont faibles. Pour de
grande densité d'hote, I'exposition a I'herbicide augmente la propagation. Grace au modele multi
agents, nous avons pu simuler, en supprimant le mécanisme de chimiotaxie, cette interférence
due a l'exposition a I'herbicide. La simulation a reproduit mestifs observés dans nos
expériences. Cela soutient donc I'hnypothese que la chimiotaxie joue un rdle important dans les
systemes hotgarasite mais aussi que l'importance de la chimiotaxie pour la localisation d'un héte
est dépendante de la densité dedte. Malgré cela, le modele ne reproduit pas complétement le
motif dans le cas ou I'herbicide est présent et la densité de I'h6te élevée et pour lequel on a un
plus grand succés de transmission dans les expériences. Donc dans le chapitre 2, la dynamique de
l'infection observée dans le chapitre fourrait étre reproduite uniquement par [I'effet
d'interaction entre l'exposition aux herbicides et la densité des hoétes sur le succes de la
transmission du parasité.'interférence de I'herbicide sur les mécanisndedocalisation des hotes
SELX AljdzS f QAYKAOAGAZ2Y RS fI GNIYyaYAdaaArzy AYyAl
d'héte, le succes de la transmission des parasites est augmenté par I'exposition a I'herbicide reste

inconnu.

Les études des deupremiers chapitres indiquent que l'exposition a I'herbicide augmentera
seulement la propagation de la maladie quand la densité d'h6te est suffisamment haute pour
contrebalancer I'effet négatif de I'exposition a I'hnerbicide sur les mécanismes de localisiats

hétes. Néanmoins, dans nos expériences, les conditions de faible densités seraient déja de trés
fortes densités dans la nature, comparables aux densités présentes lors de pigues de croissance.
L'absence d'évidence que le stress par I'herbicide argenla susceptibilité de I'n6te chea.
formosa combiné avec ses effets négatifs sur les mécanismes de localisation chez le chytride
(efficacité de transmission) implique que le développement des épidémies de chytride exige un

seuil de densité d'h6te phiélevé en présence de I'herbicide Diuron.

Dans le troisieme chapitre Cekudié la diversité génétique et la structure des populations chez
I'néte A. formosasur différentes échelles spatiales. Un motif surprenant a révélé une plus grande
différentiation genéetique au sein d'un méme lac qu'entre des lacs différents. Deux sous

populations génétiquement distinctes étaient présentes dans tous les lacs suisses étudiés. Cette

8



étude souléve la question de savoir si des especes cryptiques existenA pfmrnosa Cela ouvre
egalement des voies de recherche intéressantes sur les dynamige@gldionnaires entreA.
formosa et son chytride parasite. Une intéressante hypothese a tester serait de savoir si les
chytrides parasites sont une force motrice pour Wbdivision des populations che?. formosa

donnant ainsi l'opportunité d'étudier une dynamique type Reine Rouge sur le terrain.
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General introduction

Why are parasites important?

Paragtism is recognized as the most common life style on edltifferty et al. 200pand has
evolved in virtually all groups of specig&chmidHemperl 201). Considering the high abundance

and diversity of parasites we can fairly say that every organism is affegtpdrasites in one way

or another(Windsor 1998 Parasites are a heterogeneous group of organisms with a huge variety
in life history and host exploitation strategieThey are mostly classified according to their life
cycle (simple versus complex) and type of interactions with their host(s), which may vary from
specialist versus generalist, obligate versus facultative or low versus high virulence (in extreme
cases Hiing the host). Since the first discovery of microscopic parasitic protozoa by Antonie van
Leeuwenhoek (17th century), much research has been (and still is) devoted to understanding the
complex interactions between hosts and parasitdsreover, the studyf parasites is not the sole
domain of the parasitologist and immunologist anymore. Ecologists, conservationists and
evolutionary biologists are increasingly aware of the important role that parasites play in host
ecology and evolutiorfAltizer et al. 2003Decaestecker et al. 200&bert et al. 2000Hamilton

1980 Jaenike 1978 It has been demonstrated that parasites have the potential to regulate the
density of their host populations and altdndir genetic structure and diversifidecaestecker et al.

2007 Duncan and Little 2007okela et al. 20QQokela et al. 2003 Antagonistic coevolution,
caused by the reciprocal selection pressures that host and parasite exert on each othegvedeli

to be an important underlying mechanism for shaping host and parasite population dynamics
(Thompson and Nuismer 20D L G YI & NBadzZ & Ay a2 OlFftfSR aws
host and parasite genotype frequencies through frequency dependent selection wherdtgearas
track the most common host genotype giving rare genotypes an advar({Bgé 1983. Such
coevolutionary arms races are predicted to maintain sex and genetic variation within populations
(Jaenike 1978 A prerequisite for coevolution is that both host susceptibility and parasite
infectivity have a genetic basiwhich is commonly found in host paites systems(Carius et al.

2001 Jokela et al. 20Q@.ambrechts et al. 2005

Such population level effects can mediate changes up to the community level through alteration of
interspecific competition or through changes in hbshaviour(Mouritsen and Poulin 201@Wood

et al. 2007. Finally, one can expect that these effects of parasites on community structure may be
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propagated through the whole ecosystem tlyanging food web interactions, thereby influencing

energy flom(Hudson et al. 2006

Emerging disease in freshwater ecosystems

Freshwater ecosystems are amongst the most degraded and altered ecosystems on earth and in
many cases humans are the cause of it (Davis et al 2010). Yet freshwater systeatsamong

the most biodiverse ecosystems (e.g. Dudgeon ef@07). Traditionally humans preferred to
settle near freshwater bodies, using it for drinking water, irrigation, transporting people and goods
etc. Increasing population growth led to incre@as urbanisation, industrialization and agricultural

land use which became major drivers of climate change and freshwater pollufidoss et al.

2009. Especiallypesticides and other chemical contaminants are a pervasive problem in
freshwaters becauseivers and lakesact as conduits or sinks that transport, accumulate and

concentrate chemical pollutani®Relyea 2000

Infectious diseases are a natural process that reflects a long evolutionary history between host
and parasites. Therefore a sustainable balance between host and parasitdsria isgpresumably

Y AYRAOFGAZ2Y F2NJ I day2NXYI { ¢HudsdayeCal 20D/ TReyeds | Y R
increasing evidence that climate change and other anthropogenic induced stresses, including
pollution may disrupt this natural balance thereby increasing the impact of disease on host
populations(Daszak et al. 20QGarrett et al. 2006Johnson and PaulPatz et al. 2000

A possible explanation for this may be that host organisms exposed to environmental stress lack
the energy for mounting an efficiemtefenceagainst parasite attack and therefore become mor
susceptible to infection(Holmes 1996 Marcogliese and Pietrock 20L1Several studies on
vertebrate host parasite model systems provide evidence for this line of reasoning: e.g. an
amphibiantrematode system(Koprivnikar et al. 20Q7Rohr et al. 2008aRohr et al. 2008 or
fish-pathogen systemgKelly et al. 20Q; Kreutz et al. 2010 Studies on the Eastern Oyster, an
aquatic invertebrate, reported increased vulnerability to a protozoan pathogen when hosts were
pre-exposed to pollutant§Chu and Hale 1994isher et al. 1999 Similarly, negative effects of
pesticide exposure on disease resistance in the invertebveater flea Daphnia magnawere

found (Coors and De Meester 2008oors et al. 2008 Also for higher plant parés systems there

is evidence that pesticides can lower pla&fencecausing increased disease seve(Aitman and

Campbell 1977Johal and Huber 2009
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However, there is a risk of oversimplification since interactions between stress and disease are
likely to be much more compleftafferty and Holt 2003 Host susceptibility/parasite infectivity
measured at the individual level represents only one aspect of host/parasite fithess. The spread of
disease however, occurs at the population level. A myriad of interactiomstween different
fitness traits under a large variety of environmental stressors impede-clgapredictions about

the final outcome of disease in naturEor example, anthropogenic stressors may reduce host
population density with negative effects on naaite transmission. Such a reduction in parasite
transmission may outweigh increased host susceptibility with the net effect of a decrease in
disease spread. Ecosystem stressors can also pose a direct negative constraint on parasites.
Especially the expase of free living parasite stages to pollutants can severely reduce their
survival and/or infectivityPietrock and Marcgliese 2008 A stressed host may also provide a
poor environment for parasite reproductiofBittner et al. 2002 Seppala et al. 2008 Therefore,
elucidating the effects of anthropogenic factors on both hosts and paraaitdsat the population

levelis needed to understand the mechanisms underlying changes in disease dynamics.

Host¢ Parasite¢ Herbicide nodel system

The host:Asterionella formosa

The hostAsterionella formos#s a freshwater diatom, easily recognized by its star shaped colonies.

It is a characteristic phytoplankton species of spring blooms in temperate lakes where it is often
the dominantphytoplankton specief_und et al. 1963Maberly et al. 1994 Described as having a
cosmopolitan distribubn, A. formosaoccurs in lakes of different trophic status and with different
physical and chemical characteristics. Reproduction in this species is predominantly asexual and
OKI N} OGSNRT SR o6& I ,wh&hKidNgpegificXoy diatoRs Bipracdslgads tovaz R S
progressive reduction in cell size with every new asexual generation. In diatoms the original cell
size is reconstitued by occasional sexual reproduction. So far, however, no sexual reproduction
has been observed foA. formosa Howe'er, rare sexual events are assumed since these may
explain the high genetic diversity in a Dutch lake populafid@ Bruin et al. 2008&nd regular size
rejuvenaion in the Lake Zurich populatigNipkow 1927.
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The parasite Zygorhizidium planktonicum

The parasitezygorhizidium planktonicuns an aquatic fungus belonging to the Chytridiomycetes
(James et al. 20Q6As all Chytridiomycotaygorhiium s characterized by uniflagellated motile
zoospores that actively search for host cells using chemotaxis. It is an obligatespboic
parasite ofA. formosa(Van Donk and Ringelberg 1982tmd Synedra acufCanter 1953 Hence,

the parasite cannot survive and/or reproduce in absence of its h@dstplanktonicumis an
extremely virulent parasite i.e. every infection inhibits host reproduction and leads to host cell
death.

Parasite life cycle:

The life cycle of this chytrid parasitegins with the attachment of a motile zoospore to the
surface of a host cell. After zoospore encystment a germ tube is formed which enters the host cell
through the girdle zone. Via the germ tube nutrients are extracted from the host cell and used for
the development of the sporangium. New zoospores are formed either asexually or sexually and
are released from the sporangium by dehiscer@»ggett and Porter 1996lbelings et al.
2004)(Fig. 1).
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Fig.1 Life cycle oZygorhizidium planktonicurfDoggett and Porter 1996The asexual infection phase¢®) is
characterized by uninucleate haploid thalli (A) that differentiate into operculate zoosporangia (B). Upon release (C),
the uniflagellate zoospores (D) give rise to either asexual thalli or incipient gametangia (E). Sexual reproduction is
evidenced by heterothallic gametangia (&), which fuse by means of a single epibiotic conjugation tube. Plasmogamy
immediately follows wh fusion, and the donor protoplast migrates into the recipient gametangium, which in turn
becomes the thickvalled resting spore (G). After wall deposition, the nuclei fuse and they zygotic nucleus remains
undifferentiated throughout spore dormancy (H)eMsis occurs within the newly formed meiosporangium after

resting spore germination (). The haploid zoospores are released by an operculate meiosporangium (J).

Both parasite life stages, zoospores and sporangia, can be strongly influenced by envienment
conditions. The free living transmission stages depend entirely on their internal energy storage
giving them a limited time (in the order of days) to find a suitable HBistifeld 2000h. During
their dispersal they are exposed to predatigikagami et al. 20Q7and water turbdence can
interfere with their swimming behavioufKuhn and Hofmann 1999 Severe light limitation
decreases zoospore infectivity and dark conditions even completely inhibit infectitms.
observation has led to the hypothesis that zoospores depend on photosynthesis exudates of the
host to recognize and localize host celBruning 199&; Canter and Jaworski 1981bOnce
attached, the zoosporangia completely depend on the host celinfeir growth until maturation.
During this stage sporangia experience both direct and host mediated environmental influences. A

light limited as well as phosphorous limited host environment negatively affects zoospore
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production (Bruning 1991#40,0. Increasing temperatures have also been shown to decrease
sporangia maturation time, zoospore production and zoospore infective lifetime leading to shorter
generation times and loer per capita potential fecundity at warmer conditio(®runing 1991h
Moreover, at temperatures below @ the parasite is largely inactive and forms resting sp@fas

Donk and Ringelberg 1983

The herbicideDiuron

Pesticides are ubiquitous contaminants in aquatic ecosystems. In agricudingas, pesticides
enter stream and lake ecosystems via surface runoff or drainage flows from fields, and as a result
of inappropriate handling or disposal of spray mixtu®gittmer et al. 201(0. Herbicides, in
particular, account for mor¢han 35% of the pesticide volume used in Europe and are therefore
frequently found in the aquatic environme(€edergreen and Streibig 2005

Because of their plant like biochemical and physiological praggertmicrealgae represent
important nontarget organisms for herbicides. Studies from single species toxicity tests have
reported a wide variation in algal sensitivity to different kinds of herbicides. Algal community
structure may change in response torhiide pollution(SchmittJansen and Altenburger 2005
There is also evidence for genotypic variation for sensitivity to toxicants within sp8sbsa et

al. 1999. However, until now there are no studies that evaluate the interaction between
herbicides and natural stressors such as parasitism in phytoplankton.

Diuron, DCMU (83,4dichlorophenyB1,1-dimethylurea), is a herbicide that inhibits
photosynthesis by binding to the-D protein of the Photosystem 2 reaction center, thereby
blocking photosynthetic electron transpo(Duke 1990. It is one of the most frequently and
permanently observed agrochemicals in surface waBtanchoud et al. 2004£hevre et al. 2006

and is highly persistent in the environme@iacomazzi and Cochet 2Q0Biuron is ranked as one

of the most toxic phenylureas for algé@ackhaus et al. 2004

Genetic diversity

Geneic diversity forms the basis for adaptation of species to a changing world, whether these
changes are due to natural factors like coevolving parasites or human caused environmental
pressures. There is increasing evidence that populations become more shkrép disease as

their genetic diversity decreases. At the same time parasites can be important drivers behind

species and genetic diversity in natural populatidadtizer et al. 2003, Spielman dt 2004)
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Mechanisms that influence genetic variation and changes in allele frequencies within populations

are:

1. Mutation: the ultimate source of novel genetic information caused by changes in the DNA

sequence such as point mutations, translocatiateetions, insertions or gene duplications.

2. Recombination: rarranges existing genes into new combinations

3. Gene flow: the exchange of genes between populations caused by the movement of individuals
between separate populations. Gene flow can intiod new alleles in a population.

4. Genetic drift: the change in allele frequencies due to random sampling. Drift can lead to chance
loss of genes and genotypes.

5. Inbreeding: mating between close relatives or in extreme cases between genetically identica
individuals (selfing). Inbreeding promotes homozygosity and decreases genetic diversity within
populations.

6. Natural selection: biotic and abiotic environmental factors that cause the differential survival

and reproduction of genotypes within a popuita

Many diatom species and other protists commonly reproduce asexually, alternated with sexual
events. The frequency of sexual reproduction remains unknown for many prifissse 2008

It is, however, one of the key factors thainfluencesthe genetic structure of organisms that
reproduce both asexual and sexuy@le Meester et al. 2006 Due to their small sizes and large
population sizes, preventing local extinction, they are believed to be ubiquitous disp@tsealy

et al. 2002. However, se€Casteleyn et al. 201@&Evans et al. 200Medlin 2007 Vanormelingen

et al. 2008 for opinions that contradict this view. If the palation structure is largely clonal,
effective population size may be lofWeisse 2008 Population geatic studies on freshwater
phytoplankton species have lagged behind those of other organisms. Knowledge on the extent of
their genetic diversity and structure will give insight on the evolvability of natural phytoplankton

populations.

Aims of the thesis

In this thesis | used a diatom hostchytrid parasite system to explore how an anthropogenic
pollutant (herbicide) affects the strength and direction of hpstrasite interactions. Another
objective was the characterization of genetic diversity and spaibgiulations structure of the

planktonic diatom hosAsterionella formosa.
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Outline of the thesis

In nature, organisms experience simultaneous biotic and abiotic stressors. Parasites are ubiquitous
and they represent an important natural stress factor tliafluences host populations. There is
increasing evidence from a variety of hgerasite systems that parasitism acting in concert with
other stressors has more detrimental effects on host organisms than either single stressor on its
own. In chapter 11 dudied how parasite stress interacts with an anthropogenic stressor
(herbicide). A full factorial experiment was conducted to assess the independent and combined
effects of the widely used herbicide diuron and a chytrid parasite on the fithess of gehetical
different monoclonal diatom populations. Furthermore, | evaluated how herbicide exposure
influenced infection dynamics, parasite fitness and the impact of infectious disease on host
populations. Whereas herbicide exposure initially posed a constraindisease transmission it
enhanced the spread of disease over time. Consequently this shifted the nature of the parasite
toxicant stressor interaction from antagonistic (on exponential host growth) towards additive (on
final host population density). Furthehis study shows that phenotypic traits (host cell volume)
can play a significant role in response to pollution and parasite spread and may obscure clear
genotypic differences. This chapter highlights that anthropogenic stress can modify infection
dynamcs and impact of disease on host populations through the complex interplay between the
stressor, host and parasite growth dynamics and host population phenotype. The underlying
mechanisms arehowever, difficult to pinpoint with this experimental epidemiogical setup.
Changes in host density and/or physiology occur as the experiment progresses. Furthermore,
parasite population growth (e.g. spread of disease) is an integrative measure of parasite fitness,
including several parasite fitness traits such dedtivity (transmission efficiency), development
time, per capita reproductive output and survival. Changes in the surrounding and immediate host
environment may affect traits differently and affect spread of disease. Therefoohapter 21
experimentaly disentangled the main and interactive effects of immediate host and external
environmental variation on single parasite fitness traits. The results of this study suggest that
successful parasite transmission is mainly affected by the external environ(henbicide
exposure and host density) while parasite reproduction was mainly driven by the size (quantity of
resources) of the host environment. Herbicide exposure interfered with host finding mechanisms
at lower host density. This study highlights that fparasites with free living motile stages an
efficient host finding mechanism is a relevant fitness trait involved in successful transmission. In
many infection experiments this is not accounted for when high host densities are used and this

may give unealistic estimates of parasite transmission potentialchapter 31 studied the genetic
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diversity and population structure of the ho#tsterionella formosan different lakes and on
different spatial scales with microsatellite markers. An intriguing grattrevealed higher genetic
differentiation within lakes than among therand indicatel the potential presence of cryptic

species withirA. formosa.
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Chapter 1

Herbicides in the environment alter irdfeon dynamics in a microbial heparasite

system

Silke Van den Wyngaert, Alena Gsell, Piet Spaak and Bas W. Ibelings

(accepted irEnvironmental Microbiology)

Summary

Parasites play an important role in the regulation of host population growth. Howethes
ubiquitous stressors interact with anthropogenic stressors is less often studied. In a full factorial
experiment we explored the independent and combined effects of the widely used herbicide
diuron and a chytrid parasite on the fithess of geneticallyfed#nt monoclonal diatom
populations. Furthermore we evaluated how herbicide exposure influenced infection dynamics,
parasite fitness and the impact of infectious disease on host populations. We found no evidence of
host genetic variation for diuron sensity and parasite resistance. Instead, host population
phenotype was a decisive factor in controlling parasite growth. Although herbicide exposure
initially posed a constraint on disease transmission, it enhanced the spread of disease over time.
Consequetly the nature of the parasit¢oxicant stressor interaction shifted from antagonistic (on
exponential host growth) towards additive (on final uninfected host density). We conclude that
herbicide exposure can modify infection dynamics and impact of diseaskost populations
through the complex interplay between host and parasite growth dynamics and host population

phenotype.
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Introduction

In nature, organisms are exposed simultaneously to biotic and abiotic stressors. Depending on the
stressor combinatin, joint effects can be additive, synergistic or antagonistic. Although an
increasing number of studies consider the impact and interaction of multiple stressors, it remains
difficult to make general predictions about the outcome of their combined effectsature. This

lack of knowledge has become a major concern in ecological risk assed€&n&ntet al. 2008

Holmstrup et al. 2010

Parasitism represents an important biotic stress factor that influences host populations in the
field. Considering the high abundance and diversity of parasites we can fairly say that every
species is affected by parasit€g/indsor 1998 They can play a significant role in shaping
population dynamics by altering the genetic structure and diversity of their host populations
(Decaestecker et al. 200Duncan and Little 20Qdokela et al. 2003 Effects of parasitism and
anthropogenic environmental stressors such as chemical pollutants interact in intricate ways. Host
organisms exposed to chemical stressors may lack the energy for mounting an efficient defence
against parasite attack and themke become more susceptible to infectiofiHolmes 199%
Studies on vertebrate host parasite model systems provide evidence for this line of reasoning: e.g.
an amphibiaArematode systemKoprivnikar et al. 20Q7Rohr et al. 2008aRohr et al. 2008por
fish-pathogen systeméreutz et al. 2010 Studies on the Eastern Oyster, an aquatic invertebrate,
also reported increased vulnerability to a protozoan pathogen when hosts werexpesed to
pollutants(Chu and Hale 1994isher et al. 1999 Similarly, negative effects of pesticide exposure

on disease resistance in the invertebrate water fl2aphnia magnavere found(Coors and De
Meester 2008 Coors et al. 2008 Also for higher plant parasite systernigere is evidence that
pesticides can lower plant defence causing increased disease se{datitgl and Huber 2009
However, interactions between stss8 and disease are much more comp(eafferty and Holt
2003. Ecosystem stressors may reduce host density and/or host quality and therefore have
negative effets on parasite transmission and/or parasite reproductifBittner et al. 2002
Seppala et al. 20Q08Furthernore, host genotypes may harbour large genetic variation for traits
involved in infection and pollution resistance. Whether these traits are positively or negatively
correlated will affect selection processes and consequently the impact of multiple stsessor

host population dynamics.
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Phytoplankton, i.e. cyanobacteria and eukaryotic microalgae, as primary producers provide many
important ecosystem services, form the basis of entire aquatic food webs and play a key role in
the global carbon cycle (e.g. kavski et al.(2000). Therefore, understanding phytoplankton
responses to combined natural and anthropogenic stressors is important because ofdmock
effects at higher trophic levels and whole ecosystem functioning. Although still largely
understudied, many phytoplankton species have obligate, host specific parasites that have the
potential to alter phytoplankton population dynamics and succesg@anter 1950 Canter and

Lund 1948 Ibelings et al. 2011 In addtion, phytoplankton species are relevant ntarget
organisms for a multitude of pesticides, especially for herbicides, which are applied in agricultural
weed-control and reach strearand lake ecosystems via raff from the land(Cedergreen and
Streibig 200h Peak concentrations of herbicides are commonly found in spring after field
application and rain eventéRabiet et al. 2010 This is also the time where the phytoplankton
spring bloom develops and chytrid epidemics oc@belings et al. 2004 We therefore believe

that this stressor interaction is relevant in nature and may affect phytoplankton population
dynamics and disease in the field. However, to our knowledge, no study so far has explored the

interaction between chemical pollution andsgéase in phytoplankton.

In this study we address three main questions using a well studied microbiabhiastite
system, consisting of the diatomsterionella formosaHassall host, and the chytrid fungus
Zygorhizidium planctonicunCanter as parasiteexposed to the herbicide diuron: 1) Do host
genotypes show variation for parasite resistance and herbicide resistance traits? If so, are these
two traits correlated? 2) How does herbicide exposure interact with parasite stress: is the nature
of the interaction additive, synergistic or antagonistic? 3) Does herbicide exposure alter infection
dynamics and impact of parasitism on the algal host population? We demonstrate experimentally
that environmental pollution has the potential to alter infection dynasiand the severity of

disease in this diatorshytrid hostparasite system.

Results

Single and combined effects of diuron and parasite on host fithess

For average host population growth rate the Al€lected model discarded all random interaction
terms butincluded the interaction terms between the fixed factors diuron x parasite and between
both fixed factors and the covariate host population cell volume. Variation explained by the

random factor host genotype compared to the residual variance was veryfdbmost 0%). The
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interaction between mean host population cell volume and stressors was significant for the
parasite treatment and marginally significant for the diuron treatment (Table 1). The estimates of
the interaction terms were low, however, and thateraction was mainly driven by the host

population with the smallest mean cell volume. The combined stress treatment decreased host
fithness compared to the control treatment but the decrease was less (with the exception of Strain
26) than expected by theeference model of independent action (IA) (Fig. 1a). This indicates an
antagonistic interaction which was substantiated by a significant two way interaction between

diuron and parasite (Table 1).

Table 1: Mixed-effects model to ést for the effects of the single and combined effects of diuron and
parasite on maximum specific host population growth rate

Maximum host specific population growth rate:

Estimate Std. Error t value pMCMC
Intercept 0.4204 0.0593 7.093 0.0001
diuron (D) -0.2062 0.0569 -3.621 0.0014**
parasite (P) 0.0524 0.0621 0.843 0.426
cell volume (CV) 0.0003 0.0002 1.309 0.2686
DxP 0.0645 0.0173 3.731 0.0008***
DxCV 0.0005 0.0002 2.01 0.06
PxCV -0.0006 0.0003 -2.414 0.0246*

For final uninfected host densityhe AlGselected model also discarded all random interaction
terms but included the three way interaction term between the fixed factors diuron and parasite
and the covariate mean host cell volume (Table 2). The significant three way interaction iadicate
that the interaction between diuron and parasite depends on host population cell size (Table 2).
The interaction between diuron and parasite was therefore analyzed separately for each of the
five host populations (corresponding to each level of the catarhost population cell volume).

The results of this analysis show that the combined stress treatment also decreased the final
uninfected host density in each population separately. However, for the host population with the
smallest cell size (strain 3His decrease was less than expected by IA (antagonistic interaction; F
=11.83, P = 0.0063, Fig 1b). The interaction became additive for populations with larger cell size.
This was indicated by nesignificant interactions between diuron and parasite abg the
expected IA value lying within the confidence interval of the observed uninfected host density
(Fig.1b).
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Fig. 1: Average host growth rate (a) and final uninfected host density (b) of theAiviermosastrains
exposed tono stressors (squares), single stressors; parasite (triangles up), diuron (triangles down) and
combined stressors (circles). Filled symbols denote observed responses (means and 95% confidence
intervals) and empty symbols represent additive effects predidiy the model of independent action. The

mean cell volume of each host strain is given in parentheses below each host strain name.

Table 2: Mixed-effects model to test for the effects of the single and combined effects of diarh
parasite on final uninfected host density

Final uninfected host density:

Estimate Std. Error t value pMCMC
Intercept 461844 121025.5 3.816 0.0004
diuron (D) -392947.7 104548.2 -3.759 0.0002***
parasite (P) -36263.3 87471.3 -0.415 0.6589
cellvolume (CV) -897.2 495.8 -1.81 0.0087**
DxP 295654.3 123703 2.39 0.0130*
DxCV 1225.7 428.3 2.862 0.0032**
PxCV -118.2 358.3 -0.33 0.7253
DxPxCV -1066.9 506.8 -2.105 0.0278*
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The host fitness reduction by the two stressors followed an opposite tretid vast populations

of smaller mean cell volume being more sensitive to diuron, but suffering less from parasite stress,
and vice versa for populations with larger mean cell volume (Figs. 2a&b). This trade off pattern,
mediated by host cell volume, was egpsed strongest in the response variable percentage

reduction in final uninfected host density (Fig. 2b).
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Fig. 2:Relationship between host population cell volume (mean + SE) and host fitness inhibition; a) %
growth reduction, b) % reduction in finahinfected host density. The broken line shows linear regression
analysis for the stressor diuron (black circles) and the unbroken line shows linear regression analysis for the
stressor parasite (white circles)

Parasite fitness

Parasite population growthate increased significantly in all host populations exposed to diuron
(Table 2, Fig. 3) and was positively related to mean host population cell volume, independent of
herbicide treatment (no diuron; linear regressiof=r0.245, P = 0.012, n = 25, dinye = 0.276, P

= 0.007, n = 25, Fig. 3). Tukey HSD posthoc analysis revealed a significant difference between
parasite growth rate on the host populations with the most extreme smallest and largest mean
cell volume (P = <0.011).
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Table3: Mixed-effects model to test for the effect of diuron exposure on parasite population growth rate.

parasite population growth rate

Estimate Std. Error t value pMCMC
Intercept -0.8175 0.7452 -1.097 0.342
diuron (D) 0.5656 0.0969 5.835 0.001L**
cell volume (CV) 0.0124 0.003 4.086 0.004**
1.0 -
O  no diuron r2:0.24
® +diuron (P =0.008)
0.9 - i 2
038 - -

r2 =0.22

0.7 - (P =0.011)

(Moo 0

0.6

max specific parasite growth rate

0.5 +

0.4 . T T T T T
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Mean host population cell volume (mm?)

Fig. 3:Relationship between parasite population growth rate (mean = SE) and host population cell volume
(mean = SE). The broken line shows linear regression analysis for the parasite exposed trgatment
diuron (black circles) and the unbroken line shows linear regression analysis for the parasite exposed
treatment without diuron (white circles)

Impact of diuron on parasite infection dynamics

The infection dynamics differed significantly betwedme ttwo treatments (time x treatment
interaction; F = 10.49, P < 0.001). Since the three way interaction between the covariate (mean
host population cell volume), time and treatment was not significant (F = 0.58, P = 0.67) the data
from all host populationsvere pooled together in order to better visualize the infection dynamics

of both treatments. Infection started immediately in the non diuron treatment whereas an
infection lag phase occurred in the presence of diuron. After day 4 the slope of infectiease

was steeper with, than without diuron (Fig. 4a). Multiple infections were rare so that the increase

in number of infections was equivalent to the increase in number of sporangia. Therefore, parasite
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fitness (based upon the exponential increase ofnfber of sporangia) was also higher in the
presence of diuron (see results above). Total host density in the parasite exposed treatment
increased over time but remained overall lower in the presence of diuron (Fig. 4b). This resulted in
a final infection pevalence that was almost twice as high in the diuron treatment as compared to

the non diuron treatment (Fig. 4c).
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Discussion

In this study we investigated how abiotic and biotic stressors interasulting in environment by
environment (E x E) interactions. In particular we studied the interaction between a herbicide that
inhibits algal photosynthesis and a virulent chytrid parasite in their effects on a common
planktonic diatom. In additon wg/iOf dZRSR I GKANR Ay {iSN} OGA2y (SN
identify whether genotypic heterogeneity in response to single and multiple stressors does occur
(i,e. host G x Eand G x E x E).

Host population phenotype and response to stress

Contrary tomany other studies we found no evidence for genetic variation in resistance traits and
host G x E interaction@lanford et al. 2003Mitchell et al. 200% It was previously shown that
different A. formosagenotypes differed in their susceptibility to two differe@t planktonicum
strains and that parasite strains differed in their ability to infect particiiast genotypeqDe

Bruin et al. 2004 However, from the 17 different host genotypes tested in that paper the
majority (9 genotypes) were severely infectby both parasite strains. Therefore the number of
host genotypes used in this experimentvhich were genetically differentiated based on AFLP
marker analysiswas presumably too low to detect differences in susceptibility to parasitism. The
study of De Buin et al.(2004), however, did not consider effects of host population phenotype.
Our study shows that host population phenotype, i.e. mean cell volume, @layde in the
response to single and multiple stressors and is positively correlated with parasite growth. In
diatoms, asexual reproduction results in a progressive reduction in cell size. Differences in cell size
between genotypes are most likely explaghby genotypes being at different stages of -séde
reduction. The first question of our study (i.e. do host genotypes show variation for parasite
resistance and herbicide resistance traits?) can therefore not be answered since we are unable to

disentargle phenotype from genotype.

The host population phenotype x environment interactions suggest that populations with smaller
mean cell size are more sensitive to the herbicide diuron but suffer less from parasite stress, while
the opposite is true for popations with larger mean cell size (Table 1, Fig. 2). We are aware that
slope estimates for the interaction terms were low and the linear relationship between fitness
reduction and cell volume was only significant for percent inhibition of final uninfebtest
density with diuron. Our experiment was initially not designed to investigate phenotypic

responses and only the host population with smallest mean cell volume significantly differed from
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all other host populations. Therefore we lack power to propetgimate the effect of host cell
volume on stress response, but a trend was visible. Several studies found a negative relationship
between cell volume and toxicant sensitivity in phytoplankidockert et al. 2006Tang et al.

1998. A similar relationship for invertebrate crustaceans was foundMmsela and Vijverberg
2007 with smaller sized daphnids being more sensitive to heavy metal toxicity. In contrast, a
positive relationship between body size and infection has been demonstrated in several other
host-parasite sygems with freeliving parasite transmission stages: e@aphniayeast system

(Duffy et al. 2011Hall et al. 200yor a snaitrematode systen(Seppala et al. 20)1The proposed
mechanisms that lead to this relationship are the higher feeding rate of larger hosts which
subsequently lead to higher pasite clearance rates and the increased production of parasite
transmission stages on larger hogBuffy et al. 201} SinceA. formosais not a filter feeding
organism, the higher feeding rate mechanism can obviously be excluded. However, increased
parasite production on larger host strains would be a possible mechanism. The correlation
between host population cell size and parasite population growth which we observed, could well
be explained by increased parasite reproductiore. increased zoosporergduction - on larger

host cells as more nutrients can be extracted and exploited by the parasite. Moreover, a positive
correlation between parasite sporangium size and host cell size has also been observed in another
diatom-chytrid association(Holfeld 2000Q. This ecological dependence of parasitism on host
phenotype likely rivals and/or interacts with genetic mechanisms that often get more attention in

the literature (Hall et al. 2009

Interaction between stressors

Our second objective was to identify the direction of the interaction (synergistic versus
antagonistic) between herbicide and parasite exposure. There is increasing consensus that
parasitism acting concertedly with other stressohas stronger detrimental effects on host
organisms than either stressor acting alone presumably due to reduced host immune defences

(Marcogliese et al. 2009

Our results show that the direction of stressor interactions depends on the focal host fithess
parameter (reflecting different stages of host population grovgtsee paragraph on infection
dynamics) and on the host population phenotype. The reduction in host growth rate in the
combined stress treatment was less than the sum of both single stressors and resulted in an

antagonistic interaction between parasite and diuron. However, when the tinaifected host
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cell density is considered, a three way interaction between mean population cell size, diuron and
parasite indicates that the interaction between the two stressors is dependent on host population
phenotype, ranging from antagonistic foreahhost population with smallest mean cell size to
additive for populations with larger mean cell size. However, this effect was mainly driven by the
smallest host population where the single effect of diuron was very strong and the negative effect

of paraste remained weak.

Host defence strategies against parasites range from avoidance or structural resistance to
immune responses associated with excretion of defence molec(fegby et al. 2002or
recognition of pathogen associated molecular patter@hisholm et al. 20Q6leading to
programmed cell deatlfLam et al. 2001 For some clonal strains éf formosaa hypersensitive
death reaction to infectio by Rhizophydium planktonicuimas been observed resulting in growth
arrestment and finally death of the parasi{€anter and Jaworski 19¥9However, the exact
mechanisms that lead to successful inhibition of infection in Ahdormosa- chytrid interaction

are not knownand we did not observe any signs of hypersensitive reaction during our experiment.
Our results on the combined effect of parasite and diuron may be not so much linked to host
immune defence but more to the complex interplay between host population phereoym host

and parasite population growth dynamics.

Infection dynamics

Infection dynamics differed in the presence or absence of the environmental stressor diuron (Fig.
4a). Diuron exposure resulted in higher parasite growth (Fig. 3) and a reductiomfeated host
density (Fig 1b). However, initially, the infection started off slower when the herbicide was
present, which explains the antagonistic interaction between diuron and parasite on exponential
host population growth rate. The reduction of hostogith rate and thereby host cell density
through diuron exposure could directly constrain parasite transmission efficiency. However, the
initial host density in our experiment was relatively high compared to threshold host densities
allowing epidemics inhie field(Ibelings et al. 2011 Alternatively, low initial infection success may

be explained by the fact that many parasites with free living stages use cailetuies to track their

host (Gerardo et al. 2006Kuhn 1997. Previous experiments have shown that zoospoaes
unable to infectA. formosain darkness or at very low irradian¢Bruning 1991p Canter and
Jaworski 198)l The release of extracellular organic carbon from living algal cells increases with

photosynthetic production and generally correlates with increased irradiafitspeland and
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Wetzel 200). Therefore it is supposed that zoospores are attracted by specific extracellular
products fromA. formosathat are excreted during active photosynthegBruning 1991h The
concentration of diurorused in this experiment provokes ca. 50% photosynthesis inhibition (see
supporting information, Fig. S1A), so that diuron probably interfered with zoospore behaviour and
negatively affected host finding mechanisms. Nevertheless infection in the diurontrtreat
caught up with infections in the controls, and from day four onwards parasite infections even
increased more rapidly in presence than in absence of diuron. How to explain this? Despite the
inhibiting effect of diuron on photosynthesis host cell dépsiontinuously increased during the
experiment, also in presence of the herbicide. Higher host densities may have increased chance
contacts between host cells and zoospores so that the herbicide imposed constraints on
chemotaxis are less relevant for icf@ns in the late stages of the experiment, when host cell

density had sufficiently increased.

Although parasite transmission was initially negatively affected by diuron, the overall parasite
growth rate increased in the presence of the herbicide. Asaaly mentioned above, the effect of
increasing host density may have annulled the possible transmission constraints imposed by lower
initial host density. However, this does not explain the steeper infection increase with diuron after
the second parasiteaneration. The effect of diuron on parasite growth can be direct or indirect.
For example, some studies have shown a direct growth stimulating effect of herbicides on
pathogenic soil fungfAltman and Campbell 197Davis et al. 1976and the potential of several

asca, basidio, and zygomycetes to metabolize phenylurea herbici@sndimTomaz et al. 2005
Ronhede et al. 20050n the other hand, continuous exposure to herbicides could increase host
susceptibility Diuron affects photosynthetic electron transport and thereby causes the inhibition
of sugar production in the Calvin cycle through the depletion of ATP and NADPH supplied by the
light reaction. Inhibition of photosystem Il electron transport also geresateactive oxygen
species (ROS) that have the potential to cause membrane protein daif@afb and Reade 2010
Longer exposure to the herbicide may therefore disrupt physiological processes which could
increase host susceptibility to parasites in the longer term. The possible alteration of host
physiology through diuron exposure magiso have affected parasite development time.
Phosphorous limitation ofA. formosafor example was found to reduce sporangia development
time (Bruning and Rigelberg 198Y. However, it also reduced the number of zoospores per
sporangium. Hence the overall effect of phosphorous limitation on parasite growth was negative

(Bruning and Ringelberg 1987Faster sporangia development time could be an underlying
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mechanism for higher infection rates if zoospore production is not reduced. Finally parasite
growth rate integrates different life history traits, each of in may interact differently with
changes in the batch culture environment as the experiment progre@&esing 1991ab; Vale

and Little 2009 It is therefore difficult to pinpoint the underlying mechanisms of the observed
differences in infection dynamics and the outcome between the treatméntskkinen and Ebert
2004).

Does stress increase the impact of disease on host populations?

Lafferty and Holt(2003 differentiate between the spread of diseasey(Rwhich describes the
parasite population growth and the impact of disease on host population growth. In our system,
the spread of disease was initially negatively related to the stressor diuronrdhitted in an
antagonistic interaction between diuron and parasite with a weaker negative effect of the parasite
on the exponential host population growth rate in the presence of diuron. The presence of this
herbicide did therefore not implicate an in@sed impact of disease on exponential host
population growth. However, this interaction between stress and spread of disease shifted from
antagonistic (early infection phase) towards additive which is reflected by the increased infection
rate after day fou in presence of diuron. Together with this shift towards an increased|8o the
impact of disease on host populations increased (lower density of uninfected host cells, Fig.4b,
and higher prevalence of infection, Fig.4c). Although we do not have aanistic explanation yet

for this shift this would indicate a risk of more severe epidemics when host populations are
exposed to the photosynthesis inhibiting herbicide diuron. However, care must be taken with this
general statement since our results sugigst mechanisms of density dependent efficiency of
parasite transmission are in operation. Therefore the outcome of our laboratory infection
experiment is probably highly dependent on initial host and parasite dengiesAmi et al.
2008. Moreover, the initial host density in our experiment was relatively high compared to
natural host densities in the fieldbelings et al. 2011 Therefore, the negative effect of diuron
exposure on parasite transmission could be even more pronounmeter natural conditions,
resulting in the reduction of epidemics. Furthermorehem our hypothesis is true that reduced
photosynthesis of the algal hosts negatively affects parasite transmission (through chemotaxis
interference), one could generalize thainy herbicide (or any other stress factor) affecting
photosynthesis will result in lower chytrid infection rates. This hypothesis requires further
investigation.The strength and impact of the interaction between parasite and herbicide probably

also depeds on the concentration and duration of herbicide exposure. Our experimental setup
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was limited to one concentration of diuron and one exposure scenario (continuous exposure)
causing continuous inhibition of photosynthesis (Fig. S1). However, exposurebioithes in the

aguatic environment often occurs as repeated pulses with possible recovery of photosynthesis and
algal growth between exposures (Vallotton et al. 2008). Further studies are needed to elucidate

how such a pulsed exposure scenario would affédgytrid infection.

Conclusion

We present the first experimental study on the impact of disease in phytoplankton populations
exposed to an anthropogenic chemical stressor. Simultaneous exposure of host populations to a
parasite and a toxicant allowed thebservation of how initial disease transmission and later
disease development are affected at the population level. An important finding of this study is that
environmental stress modifies the infection dynamics, thereby changing the nature of the stresso
interaction from antagonistic towards additive. We therefore gained valuable insights into the
dynamic nature of interactions between environmental pollution and disease. Further, our results
showed that host population phenotype can be a decisive fagtarontrolling parasite growth.

We conclude that anthropogenic stress can modify infection dynamics and the impact of disease
on host populations through the complex interplay between stressor, host and parasite growth

dynamics and host population phengqiy.

Experimental Procedures

HostParasite study system

The hostAsterionella formosa# a cosmopolitan freshwater diatom which forms stellate colonies.
WSLINRRdAzOGA2Y Ay (GUKA& aLISOASA A& LINBR2YAYlIyYyGfea
modewhich is specific for diatoms. This process leads to a progressive reduction in cell size. So far,
no sexual reproduction has been observed for formosa However, rare sexual events are
assumed since these may explain the high genetic diversity in@@ake populatiorfDe Bruin et

al. 200§ and regular size rejuvenation in the Lake Zurich populafibpkow 1927.

The parasitezygorhizidium planktonicum an aquatic fungus belonging toghChytridiomycetes
(James et al. 2006It is an obligate, hostpecific parasite of. formosaVanDonk and Ringelberg
1983. Hence, the parasite cannot survive and/or reproduce in absence of itshgdanktonicum
is an extremely virulent parasite i.e. every infection inhibits host reproduction and leads to host

cell death. The life cycle of thehiytrid parasite begins with the attachment of a motile zoospore to
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the surface of a host cell. After zoospore encystment a germ tube is formed which enters the host
cell through the girdle zone. Via the germ tube nutrients are extracted from the hostraklised
for the development of the sporangium. New zoospores are formed either asexually or sexually
and are released from the sporangium by dehisce(ideggett aad Porter 1996 Ibelings et al.

2004).

Experimental design

All host and parasite strains were isolated during the spring bloom of 2008 from Lake
Maarsseveen, (52.142828 N, 5.085711 E, The NethldsjariWe conducted a full factorial
experiment with five different host genotypes (based upon AFLP fingerprinting, Gsell et al.
presg, one parasite genotype and four treatments: 1) strree (positive control), 2) diuron, 3)
parasite, 4) diuron x pasite. All treatment combinations were tested in batch cultures, incubated

in water baths at 18 °C and 100 pE s irradiance. The total volume of a batch was 65 mL (in 100
mL Erlenmeyer flasks) and each treatment was replicated five times resulti@f iaxperimental

units. Each flask was manually shaken once per day. The experiment was started with an initial
host density of 10 000 cells MLApproximately 0.5 mL of an old infectéd formosaculture

(100% prevalence of infection) was added to obtaminitial parasite sporangia concentration of

500 sporangia mtcorresponding to a starting prevalence of infection of 5%. Based on the results
of a previous dose response experiment with diuroDCMU (3-(3,4-dichlorophenyh1,1-
dimethylureg CAS 330 52, PESTANR&nalytical standard, Sigradrich) and three differenA.
formosastrains from Lake Maarsseveen, a sublethal concentration of 8'j¢juton was added.

This concentration results in ca. 25% growth inhibition and 50% photosynthesis orhifsge
supporting information). Diuron, is a herbicide that inhibits photosynthesis by binding to-the D
protein of the Photosystem 2 reaction centre, thereby blocking photosynthetic electron transport
(Duke 1990 It is one of the most frequently and permanently observed agrochemicals in surface
waters (Blanchoud et al. 20Q4Chevre et al. 2006and is highly persistent in the environment
(Giacomazzi and Cochet 2Q0RBeak concentrations of this herbicide of up to 28 figule found in

the environment(Field et al. 2008 therefore a concentration of 8 pg'lcan be considered
ecologically plausible and relevant. The experiment was conducted for 8 days (if experiments last
longer (multiple) infections gets so widaspd that infection is impossible to quantify accurately)
and every two days 3 mL subsamples were fixed with a mixture of paraformaldehyde (0.01% final
concentration) and glutaraldehyde (0.1% final concentration). Before the experiment was started,

approximately 60 cells (from 60 different colonies) of each host population were measured and
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their cell biovolume was calculated assuming the shape of a rectangular box (V = length x
(width)?). We counted total abundance of host cells (N), abundance of infébipdnd uninfected

(Ny) host cells, and abundance of fungal sporangia and attached zoospores using an inverted
fluorescence microscope (Fluovert FS, Leitz) according to the Uthermoehl mgt®d/an Donk

and Ringelberg 1983Average host population growth rate and parasite population growth rate

were calculated from the exponential increase of total host cells' mhd porangia mt
respectively(Guillard 1973 K' =1In (M/ Ny) / (t2 - t1). Where: Nand N is abundance atitand &
respectively. A second host fitness parameter WsidS NY A Y SRT KA OK 6S G SNY
K2al RSyaardeéod LG osFa OFtOdzZ FGSR +Fa GKS | odzyl
the experiment minus the initial host cell abundance. To assess host genotype sensitivity for
diuron and parases the percentage of host growth rate and final host density inhibition

compared to the control treatment was calculated.

Statistical analysis

Statistical analyses were performed using the free software R, version 2.8.1 (R Development Core
Team 2008). Teneffects of the single and combined stress treatments on two fithess parameters
of the five A. formosagenotypes were analyzed by a linear mixed effect model (Imer function of
the Ime4 package) with average growth rate and final uninfected host densityepsendent
variables, diuron exposure (yes/no) and parasite exposure (yes/no) as fixed factors and host
genotype as random factor. To account for cell size differences between the host genotype
populations mean host cell volume was included as covariattanmodel. Models were fitted

using the maximum likelihood method in R and model selection was conducted by standard Akaike
information criterion (AIC) methods, i.e. starting from the model including all higher order
interactions and progressively delegjrthe least significant interaction term. In a similar analysis
the effect of diuron on parasite fithess was tested with parasite population growth rate as
dependent variable, diuron exposure (yes/no) as fixed factor, host mean cell biovolume as
covariateand host genotype as random factor. The significance of the fixed factors in the linear
mixed effects models was estimated by Markov Chain Monte Carlo (MCMC) simulations with the
function pvals.fnc from language R packa@maayen et al. 2008 To analyze the infection
dynamics a repeated measure analysis was performed using the Ime function of the nlme package.
Sampling day was the repeated factor and number of infections the dependent variable. Diuron
exposure (yes/noyvas fixed and the mean host population cell volume was included as covariate.

The best fitting covariance structure was determined by comparing AIC values. To meet the
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assumptions of normality (tested with-@ plots) and homogeneity of variance (Bartletist) the

data for number of infections was log transformed.

Prediction of joint effects

We assume that parasitism and the photosynthesis inhibiting herbicide diuron act independently
from each other. Therefore the Bliss model of independent agiiss 1939

was used to calculate the reference value for additive effects of combined stressors, which is
obtained by taking the sum of each single stressor minus theidym(Andersen et al. 2009
Deviations from this predicted additive effect are thus an indication of antagonistic (less than

predicted) or synergisti@reater than predicted) effects.
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Supporting information:
The effect of diuron on growth and photosyntheyield of threeA. formosastrains
Material and Methods

A dose response experiment was conducted with three different clonesstdrionella formosa

(S53, S183, S190; origin Lake Maarsseveen, The Netherlands) and seven concentrations of the
herbicide duron (0 (control), 0.023, 0.23, 2.3, 23.3, 233.1 and 1165 j)gr_three replicates,
resulting in 21 experimental combinations and 63 experimental units. The algal strains were
cultured in CHHLO medium(Stein 1973 as uniclonal but nofaxenic batch cultures. Prior to the
experiment, cultures were kept in semontinuous batch cultures under the experimental

conditions (18 °C, 100 pE’ s irradiance, 14:10 light; dark cycle).

At the stat of the experiment 10 000 cells Mlwere inoculated and the experimental diuron
concentrations were added in a total volume of 150 mL @Buhedium. To estimate growth rate,
samples were taken daily at the same moment of the light cycle until day 7niimber of
Asterionellacells m[* was calculated from optical density measurements at 685nmM 5cm
cuvettes using a Varian CaryWin-MM spectrometer. The linear function of §&dversus cell
density was derived initially by direct microscopic irtsuof algal cells at 200 x magnification using

an utermohl counting chamber. Population growth rates during the exponential growth phase
were calculated by linear regression of Inggdpagainst timgStein 1973 Photosynthetic yield of

one replicate per strain was measured 30 minutes after the start of the experiment and
subsequently on day 1, 2, 3, 4 and 7 with a PhytoPam fluorometer, using the saturating pulse

method (Walz).

The percentagénhibition of growth for each treatment replicate and for photosynthetic yield was
calculated from the equation:

%l = (l¢- k1) / X 100

where:

%I: percentage inhibition in growth rate/photosynthetic yield

Mc:mean value for growth rate/mean photosyrgtic yield over the sampling period in the control

gt value for growth rate/mean photosynthetic yield over the sampling period in the treatment
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The average percentage of growth and photosynthesis inhibition for each strain was plotted
against the logathm of the diuron concentrations. EC50 values (concentration resulting in 50%
growth and photosynthesis inhibition) were obtained by fitting a sigmoidal gesponse curve

(four-parameter logistic equation) using sigmaplot version 10.0.

Results

Photosyrthetic yield remained constant in all strains and treatments over the entire experimental
period (Figure S1). Figures S2 A and B show the photosynthetic yield and growth inhibition dose
response curves for the three differeAt formosastrains. The Egfor photosynthetic yield

inhibition was lower and showed less variation among strains (mean = 7.5, SD = 4.8) thag the EC

for growth inhibition (mean = 15.9, SD = 0.09).
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45



46



Chapter 2

Parasite fitness traits under environmental variation: the case diitom infecting

chytrid fungus

Silke Van den Wyngaert, Olivier Vanholsbeeck, Piet Spaak, Bas W. Ibelings

(to be submitted to International Journal of Parasitology)

Abstract

Parasite environments are heterogeneous at different levels. A first tdwedriability is the host
itself. A second level of variation represents the external environment that parasite share with
their hosts. Both levels are expected to affect parasite fithess traits and consequently how
parasites spread in the host populatiowe used a full factorial design to disentangle the main
and interaction effects of variation in the immediate host environment, here the diatom
Asterionella formosalvariables host cell volume and host condition through herbicide- pre
exposure) and varian in the external environment (variables host density and acute herbicide
exposure) on three fitness traits (transmission efficiency, development time and reproductive
output) of a chytrid parasite. The chytrid fungus uses chemical cues to locate tisi.rogree
swimming zoospores find the host through chemotaxis. We found that herbicide exposure had a
negative effect on parasite transmission efficiency under low, but not high, host density, possibly
because the photosystem 2 blocking herbicide irgesfl with photosynthesis dependent
chemotaxis in a density dependent way. Theoretical support for this explanation is provided by an
agent based simulation model (ABM). Host size played only a minor role for direct transmission
efficiency but substantigll affected parasite reproductive output and to a lesser extent sporangia
development time. Changes in host condition through herbicidegx@osure did not increase
transmission efficiency and neither did it greatly affect sporangia development time and
reproductive output. This suggests that successful parasite transmission is mainly affected by the
external environment (host density and acute herbicide exposure), and that parasite reproduction
is mainly driven by host cell size. We conclude that the ataraation of individual parasite
fitness traits in multiple levels of heterogeneous environments allows more accurate predictions

of parasite spread and disease dynamics.
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Introduction

How an infectious disease spreads through a host population isrdhyethe complex interplay
between the host, parasite and environme(ttisease triangle; Stevens 1966rom a para A 1 S Q &
perspective, the environment can be viewed in two dimensions: (i) the host itself (immediate
environment), nested in (ii) the surrounding environment (habitat of the host, host population
density), with both dimensions being highly in#ependent(Loot et al. 2011 Thomas et al.
2002. The immediate (i.e. the host) environment consists of both genetic ecalogical
components. A substantial part of research on host parasite interactions has focused on the
genetic mechanisms underlying parasite infectivity/host susceptil{idyiewed in Wolinska and
King 2009 However ecological mechanisms, either directly through phenotypic traits of
individual hosts or indirectly through environmental induced changes in host conditignatsa
affect parasite fitness and consequently play a large role in parasite population dyn&halcst

al. 2007aHall et al. 2009Krist et al. 2004Seppala et al. 2008

Parasite population growth (e.g. spread of disease) is an integrative measureagit@ditness
including several parasite fitness traits such as infectivity (transmission efficiency), development
time, per capita reproductive output and survival. Each of these traits can be differentially affected
by the immediate host and/or externaénvironment. Vale and Littlg2009 for example
disentangled parasite fitness traits inDmphniabacteria host parasite system and demonstrated
that infectivity depended mainly on host genetics (immediate host environment) whereas parasite
spore production was determined by temperature (external environment). Another study
(Gendron et al. 2003found that preexposure of leopard frogota pesticide mixture did not
influence host recognition or penetration components of the transmission process of the parasitic
lungworm. However the parasite matured and reproduced earlier in hosts that were exposed to
pesticides in their environment. The results highlight that in most cases accurate measures of
parasite fithess in heterogeneous environments requires knowledge of more than one parasite
fitness trait. Moreover, both the host and external environment rarely stay constant, making it

extremdy challenging to predict disease dynamics in na(irencan et al. 2011

In this study we aim at experimentally disentangling the main and interactive efiéatsmediate
host and external environmental variation on single parasite fitness traits such as transmission
efficiency, development time and reproduction. We designed our experiments based on the

results of a previous epidemiological experiment that eemducted with the host parasite model
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systemAsterionella formoséas diatom host) andygorhizidium planktonicurfas chytrid parasite)
exposed to an environmental pollutant, the herbicide diuron. Here we observed that exposure to
diuron modified the parsite population dynamics and that the spread of infection positively
correlated to mean host population cell volume (Van den Wyngaert et al. submitted). Compared
to the control treatment, herbicide exposure prompted an initial inhibition of transmission,
though over longer time with an increase in host densityan enhanced spread of disease was
observed upon diuron exposure. In the present study we used a full factorial design to disentangle
the main and interaction effects of variation in the immediasvironment, which the hosA.
formosa constitutes for the parasite (variables host cell volume and host condition through
herbicidepre-exposure) and variation in the external environment which host and parasite share

(variables host density and acute haride exposure) on parasite fitness.

Hypothesis #1 revolves around density dependence of zoospore transmission. We hypothesize
that acute herbicide exposure initially constrains parasite transmission either through a direct host
density effect (diuroneduces host population growth through inhibition of photosynthesis) or by
interfering with host finding mechanisms based on chemotactic cues. Specific to our clgtid

model system it was found that chytrid zoospores are unable to infect host cellsei dark
(Bruning 1991g Canter and Jaworski 1981and it is thought that zoospores depend on
photosynthesisexudates of the host to recognize and localize host cells. The herbicide diuron
inhibits photosynthesigDuke 1990 and could theeby interfere with chemotaxis. Hence we
hypothesize that a higher host density increases contact rates between host and parasite, thereby
following the massaction principle(McCallum et al. 20Q1rendering chemotaxis less relevant for
transmissionsuccess(Kuhn 199F. Hypothesis #2 revolves around the damaging effects of
environmental (herbicide) stress on host condition and disease resistance. We hypettiesiz
increased host exposure time to the herbicide stressor reduces the energy budget of the host and
this ultimately makes them more susceptible to infectiRolr et al. 2008a Saarinen and
Taskinen 2006 Hypothesis #3 revolves around the effects of host quality on parasite fitness.
Here, we hypothesize that the increased spread of infection in hostlpbpaos with larger cell
volume (Van den Wyngaert et al., submitted) is mainly driven by a higher parasite reproductive
output on larger host cells due to a richer (larger quantity of nutrients) host environif@mnith

2007). However, we also expect that diuron pegposure negatively affects host nutrient quality
and thereby reduces zoospore production and/or development t{fF@st et al. 2008Seppala et

al. 2008. Through our infection experiments, and supported by an agent based model, we
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demonstrate that m order to better understand and predict disease dynamics it is useful to
implicitly distinguish those factors that determine the immediate (i.e. host) and general external

parasite environment.

Material and Methods

HostParasite study system

The hostAsterionella formosas a cosmopolitan freshwater diatom which forms stellate colonies.
WSLINRPRdAzOGA2Y Ay (KA& aLISOASaA A& LINBR2YAYIFYyGUf @
mode, which is specific for diatoms. This process leads to a prograssivetion in cell size. The
parasite Zygorhizidium planktonicunis an aquatic fungus belonging to the Chytridiomycetes
(James et al. 2006It is an obligate, hostpecific parasite of\. formosaVan Donk and Ringelberg
1983h. Hence, the parasite cannot survive and/or reproduce in absence of its Host.
planktonicumis an extremely virulent parasii.e. every infection inhibits host reproduction and
leads to host cell death. The life cycle of this chytrid parasite begins with free swimming motile
stages called zoospores that actively find their host and attach to the surface of the host cell. Afte
zoospore encystment a germ tube is formechich enters the host cell through the girdle zone.
Via the germ tube nutrients are extracted from the host cell and used for the development of the
sporangium. New zoospores are formed either asexually or #gxaad are released from the

sporangium by dehiscen¢Boggett and Porter 199@belings et al. 2004

General experimental set up

To test our three hypotheses we conducted two experiments. With a gleam infection
experiment we disentangle the effects of the external environment and the immediate host
environment on the early stages of infection, i.arasite transmission efficiency. With the second
experiment we continue beyond transmission and study the production of new parasite
zoospores, which we hypothesize to be dependent on host defence and host nutritional quality
(hypotheses # 2 and 3).

All host and parasite strains were isolated during the spring bloom of 2008 from Lake
Maarsseveen, (52.142828 N, 5.085711 E, The Netherlands). They were cultured -t0 CHU
medium(Stein 1973as wiclonal but noraxenic batch cultures.

Prior to the experiments, we kept the host strains and the parasite strain in exponential growth in
60 mL and 120 mlespectively batch cultures under the experimental conditions (18 °C, 100 puE

m?st irradiance).Six days before the start of the experiments we transferred one subpart of the
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host strains to control conditions and another subpart we incubated with a sublethal
concentration of 8 ugtdiuron (CAS 330 54 1, PESTAMARIlytical standard, Sigmaldrich. This
concentration provokes ca. 50% inhibition of the maximum photosynthetic yield and was
determined from a preliminary toxicity test performed with three differeft formosastrains

from Lake Maarsseveen (Van den Wyngaert eswbmitted). Before he experiment was started,

we measured photosynthetic yield of both control and diuron incubated host strains (Walz
PhytoPam) to ensure that the diuron exposure had effectively reduced photosynthesis. We
obtained the parasite zoospore suspension by filigrthe parasite culture through a 7 um mesh
sized plankton net. We verified whether filtration and exposure to the experimental diuron
concentration had any negative effect on zoospore survival by microscopic inspection of the

swimming activity of the zop®res.

Experiment 1: parasite transmission efficiency

In a full factorial experiment we examined the effect of the external environment, (i) host
L2 Lddzt | GA2y RSYaAAGEOOSNRET KihDKYH gnd@)iatude ddipri ¢ a
exposure andhe immediate host environment, (iii) mean host population cell volume and (iv)
diuron preexposure on parasite transmission efficiency. We used one parasite strain and five
monoclonal host populations which we grouped in two different size classes (gmedin cell
volume = 253 pri (+6.04) and large; mean cell volume = 3013(8.10), see Fig. S1). We divided
the experiment in two replicated temporal blocks (one week apart) which each contained three
replicates of all treatments. The experiment invalve8 treatment combinations: 5 host
populations x 2 diuron (yes/no) x 2 host density (low, high) x 2 diurorexpesure (yes/no) x 2
blocks x 3 replicates = 240 experimental units. The infection experiment was conducted in 24 well
plates with each well hang a total volume of 2.5 mL. First we added the host and subsequently
the amount of diuron to the respective treatments to reach a final concentration of 8ug L
Thereby we considered the amount of diuron already contained in theegpmsed host stram

Since we did not want to manipulate the host differently compared to the other treatments (by
filtering and washing), we have to notify that in case of the high host density conditions the
amount of diuron was still relatively high in the pegposed, on diuron added treatment
(approximately 6 pg1). In the low host density treatmenhowever, diuron that was transferred
from the preexposed host strain batches was diluted to a concentration in the range of
nanograms L. This concentration did not lva an effect on photosynthetic ability (as measured

with the PhytoPam (Waltz, Germany)). After a 30 minute incubation time we added 0.5 mL of
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zoospore suspension to each treatment. To determine the zoospore concentration we added
fdZA2t Qa &2t dxibsatngle ofl the filteredrzooggore suspension in order to let the
zoospores settle. We counted a minimum of 30 fields of view using an inverted microscope
(Fluovert FS, Leitz). For block 1 and block 2 zoospore concentrations were 67a8dw407 mL

! respectively. After 3 hours of parasite exposure we fixed the samples in the well plates with a
mixture of paraformaldehyde (0.01% final concentration) and glutaraldehyde (0.1% final
concentration). Samples were subsequently transferred into sampling tabdsstored cool and

dark until further processing. We counted for each treatment ca. 350 host cells using an inverted
microscope (Fluovert FS, Leitz) according to the Utermdhl metiad Donk and Ringelberg 1983

and determined the number of infected cells and number of attached zoospores. We calculated
parasite transmission efficiency as the proportion of attached zoospores from the ingddisd

zoospore numbers.

Experiment 2: sporangia development time and zoospore production

In a full factorial experiment we tested for the effects of the external environment, (i) acute diuron
exposure and the immediate host environment, (ii) host celur and (iii) diuron prexposure

of host cells on sporangia development time and zoospore production. The experiment involved 4
treatment combinations: 2 host populations x 2 diuron (yes/no) x 2 diurorepposure (yes/no) x

3 replicates = 24 experimeritanits. We conducted the infection experiment in 6 well plates with
each well having a total volume of 10 mL, containing 5 mL of filtered zoospore solution. Based on
an earlier experiment with the chytriRhizophydium planktonicurthe sporangia developmén

time was determined to be approximately two days under the experimental temperature
conditions (18 °C) used in our experimgBtuning 1991t For each treatment we had a control
where we took subsamples at 4 or 5 hours time intervals from day 2 onwards to verify thefstart o
sporulation. After 62 hours we saw the first empty sporangia and from this time onwards we took
1 mL subsamples in 2.5 or 3 hour time intervals. We counted for each treatment and time interval
at least 45 sporangia and calculated the percentage of ensptyrangia. We determined the
sporangia development rate as the time where 25% of sporangia had sporulated. From the same
samples we measured the shortest diameter of 35 empty sporangia per treatment and calculated
the sporangia volume assuming a spherigiagpe (Bruning 1991 Sporangium volume can be
used as an approximation for zoospore product{@nuning 1991 In addition we measured the

host cell volume associated with the empty sporangium assuming the shape of a rectangular box

(V = length x (widtH). Werecorded phase contrast images (x 800 magnification) with a digital
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camera (Leica DFC290 HD), using an inverted microscope (Leica DMI4000 B) and used Leica image

analysis software (LAS) for the measurements.

Statistical analysis

We performed a factorial ROVA to analyze the effect of host population cell volume, acute
diuron exposure, diuron prexposure and host density on parasite transmission efficiency. We
included block as a fixed factor in the model since zoospore abundance differentiated between the
two blocks. We used a logit transformation of the response variables as this is preferred over
arcsine square root transformation of proportion dgi&/arton and Hui 201)1 Afterwards we used
planned contrastso test whether transmission efficiency was host size dependent. To analyze the
effect of host population cell volume, diuron and diuron f&ngposure on sporangia development
time we used the 25% sporulation time determined from the three replicates aslépendent
variable and host cell volume, diuron pegposure and acute diuron exposure as fixed
independent variables. We further performed post hoc pairwise comparisons between
treatments. A similar analysis was performed for sporangia volume, incltictkngssociated host

cell volume as a covariate to control for cell size effects between treatments. In both analyses,
sporangia development time and sporangia volume complied with the assumptions of normality
and homogenous variance, judged by visual eétsjon of residuals. We also conducted linear
regressions to investigate the relationship between sporangia volume and host cell volume. All

statistical analyses were performed using SPSS (Version 17, SPSS Inc., Chicago, Ill).

Agent based model (ABM)
Themodel is implemented using Uglylab, an agent based modelling tool we developed in Java and

which is freely downloadable fromttp://www.computational-biology.org The complete model

description can béound in the supplementary material (S2).

The purpose of the model is to test the hypothesis of density dependence of chemotaxis (active
host finding mechanism) for parasite transmission success and to compare the predicted patterns
with our experimental esults. We therefore defined four scenarios that simulate the experimental
treatments: (22) low and high host density with chemotaxis (controb4j3low and high host
density without chemotaxis (diuron exposure).

The initial model contains two agent skes: hosts and zoospores (free living life stage of the
parasite) which are normally distributed in a 3 dimensional space representing a volume of 0.125

ml. We considered a host being a colony of 8 cells because these are the most commonly observed
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ones nh nature. We determined the initial number of host colonies and zoospores according to the
experimental host and zoospore densities. We introduced 5 host pools normally distributed
around the mean host cell size of 40 um (represents the larger host sig) ¢b introduce host

cell size variation.

The model contains 3 rules:

1) Zoospore movement: When chemotaxis is not active, zoospores show a random walking
behaviour. When chemotaxis is activated, zoospores show a random walking behaviour until hosts
are encountered in the defined sphere of chemotaxis influence. Once inside the sphere of
chemotaxis, the algorithm computes a vector representing the direction of the chemotaxis
strength. The chemotaxis strength is the sum of the individual strength of easttphesent in the
sphere of chemotaxis influence. A host exerts a force inversely proportional to the distanee host
zoospore and tends to zero as the distance tends to the radius of the sphere of influence.

2) Host movement: The host movement rule simatatBrownian motion (smadicale random
motions) just to avoid that zoospores are caught into a basin of attraction when chemotaxis is
active.

3) Infection: The infection rule has two parameters, the infection probability (PI) and the infection
zone whichs given by the individual sizes of the host. If a zoospore enters the infection zone it will
infect the host with a probability PI.

Since we are interested in rapid infection processes we used very short discrete time steps of 1
second. Simulations wenmain for 10800 seconds (3 hours) which corresponds to the duration of

the infection experiment.

Results

Experiment 1: parasite transmission efficiency

Although there were significant block x host density and block x diuromxpesure interactions
(Tablel), the direction of the slopes did not change and reaction norms did not cross between
blocks (host density; block 1, slope = 1.05, p = <0.001, block 2, slope = 2.11, p = <0:001, pre
exposure; block 1, slope-8.04, p = 0.85, block 2, slopeG:45, p =0.12). The block with higher

initial zoospore concentration had a higher overall transmission efficiency. Diuron exposure had a
negative effect on parasite transmission efficiency, however only in the low host density

treatment (Fig. 1a).
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Table 1:ANOVAesults of the effect of host strain (HS), block (B), host density (HD), diurexposure
(EXP) and diuron (D) on the proportionZofplanktonicunzoospores successfully infectidgformosecells.
All 3way and higheorder interactions were not sigicant and therefore are not included in this table.
Bold: significant

Source df MS F P
Host strain (HS) 4 3.42 3.63 0.007
Block (B) 1 17.94 19.03 <0.001
Host density (HD) 1 135.51 143.74 <0.001
Diuron preexposure (EXP) 1 4.58 4.86 0.029
Diuron D) 1 0.07 0.07 0.785
B x HD 1 13.3 14.11 <0.001
B x EXP 1 4.12 4.37 0.038
BxD 1 0.19 0.2 0.655
HD x D 1 19.51 20.69 <0.001
HD x EXP 1 0.005 0.005 0.942
EXP x D 1 7.76 8.23 0.005
HS x B 4 0.99 1.05 0.382
HS x HD 4 1.79 19 0.114
HS x EXP 4 0.21 0.22 0.926
HS x D 4 1.27 1.35 0.254
Error 154 0.943

Parasite transmission efficiency increased with high host density in both the control and diuron
treatment. This increase was higher in the presence of diuron which resulted in a significant
interaction between host density x diuron (Table 1, Fig. 1a). Hosteppesure to diuron
decreased parasite transmission efficiency in the non diuron added treatment whereas additional
diuron exposure did not lower parasite transmission. This resulted in a&masure x diuron
interaction (Table 1, Fig. 1b). Host strain had a significant effect on parasite transmission efficiency
(Table 1). Lower parasite transmission efficiency in host populations with smaller mean cell
volume compared to populations with largerean cell volume was shown by a significant contrast

effect (hes= 2.51, p = 0.013), though it accounted only for 3% of the total variance.
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Fig. 1 Interaction effects of diuron exposure and a) host density, b) diuroregpp®sure on parasite
transmision efficiency (x SE).

Experiment 2: sporangia development rate and zoospore production
Sporangia development time was slightly shorter on the largest host strain (Table 2a, Fig 2). Tukey
HSD post hoc analysis indicated that only the treatment with aiuaddition was significantly

different from all other treatments, i.e. sporangia development time increased (Fig. 2).
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Fig. 2: Effects of the four treatments; control (c), control+diuron (c+d), diuroneqeosure (gexp) and
diuron pre-exposure+diuron (f@xp+d) on sporangia development time (+ SE). Black and grey bars
represent the smaller and larger host strain respectively. Letters indicate statistical differences between
treatments in pairwise poshoc tests (Tukey HSD; p < A.RO
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For the dependent variable sporangia size there was a significant host strain effect, with the
smallest host strain (S37) producing smaller sporangia than the largest host strain (S43) (Table 2b,
Fig 3). When we apply the conversion factor for estinganumber of zoospore@s determined

by Bruning 1991e; sporangia volume x 0)l66en the largest host strain produced on average
about 1.5 times more zoospores than the smallest (25 and 16 zoospores per sporangium
respectively). Both the covariate host cell volume and diurongxgosure significantly influenced
zoospore production and there was a significant interaction between dium@epposure and

diuron (Table 2b). However, the biological importance of diuroneeosure and the interaction

effect can be considered marginal since it translated only to a small absolute difference in

zoospore production between prexposure yes or n(20 and 21 zoosporegespectively).

Table 2:Threeway ANOVA for (a) sporangia development and (b) sporangia volume (zoospore production)
by host strain (HS), diuron pexposure (EXP) and diuron (D) In case of sporangia size we included the
covariatehost cell volume (CV) Bold: significant.

Source df MS F P

(a) Sporangia development time

Host strain (HS) 1 69.87 54.76 <0.001
Diuron preexposure (EXP) 1 25.94 20.33 <0.001
Diuron (D) 1 33.73 26.43 <0.001
HS x EXP 1 0.18 0.14 0.716
HS x D 1 2.01 1.58 0.227
EXP x D 1 4.38 3.43 0.083
HS x EXP x D 1 0 0 0.993
Error 16 1.28

(b) Sporangia volume

Host strain (HS) 1 42719 39.17 <0.001
Host cell volume (CV) 1 74664 68.46 <0.001
Diuron preexposure (EXP) 1 7734 7.09 <0.008
Diuron (D) 1 576 0.53 0.468
HS x EXP 1 2.12 0.002 0.965
HS x D 1 1738 1.59 0.208
EXP x D 1 5713 5.24 0.023
HS x EXP x D 1 1721 1.58 0.21
Error 251 1091
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The covariate host cell volume was positively related to sporangia volume, independent of host
strain and treément (linear regression; S37,¥ 0.21, p <0.001, n = 137; S#3:10.20, p <0.001, n
= 147, Fig 3)
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Fig.3: Relationship between host cell volume and sporangia volume for both host strains (S37; black circles,
S43; white circlés

Simulation results

The simulations are presented as dynamic infection processes over a 3h time span (equal to the
experimental time). Since the objective of the model is to compare the simulation results with the
outcome of the experimental resultge only report about the endpoint.

Just by exor including chemotaxis and keeping all other parameter values constant, the model
reproduced patterns similar to the outcome of the experiment. For the low host density scenarios
there was a clear differendeetween number of attached zoospores in the presence or absence of
chemotaxis, although this difference was stronger in the model than observed in the experiment
(57% and 36% respectively; Fig. 4). Under high host density conditions the absence of glemota
did not have a negative effect on zoospore attachment, even slightly increasing it (Fig 4). Here
however, the difference was weaker in the model than observed in the experiment (4% and 18%

respectively).

58



100

—e— +diuron Fig. 4. Endpoint reslts from the agent based model
—O— no diuron simulations for the four scenarios after twenty simulation runs
80 - (mean and SD is plotted). Simulation results are plotted in a
similar way as the experimental results for comparison. White
circles (no diuron) represent the emotaxispresent scenarios

60 1 and black circles (+ diuron) represent the chemotakisent
scenarios for each host density (low and high).

40 4

20 A

Parasite transmission efficiency
(% attached zoospores)

Low HD High HD

Discussion

In this study we used a diatorhytrid model system to disentangle the main and interactive
effects of the immediate host environment (host cell volume, host condition through herbicide
pre-exposure) and external environmental variation (host density, acute herbicide exposure) on
three important parasite fitness traits; transmission efficiency, develepm time and

reproduction.

The main results were: (1) acute herbicide exposure negatively affected parasite transmission
efficiency, howeveronly in the low host density treatment; (2) changes in host condition through
herbicide preexposure did not in@ase transmission efficiency and neither did it greatly affect
sporangia development time and reproductive output; (3) host size positively correlated with
parasite reproductive output and sporangia development time was faster on the largest host
strain. hese results suggest that successful parasite transmission was mainly affected by the
external environment while parasite reproduction was mainly driven by the size (quantity of
resources) of the immediate host environment. This study also shows how edhiffexternal
environmental factors, in this case exposure to a chemical pollutant and host density, can interact

to modify parasites transmission efficiency.

In a previous experiment we already showed that diuron initialiye. at low host density

inhibited parasite transmission (Van den Wyngaert et al submitted). However, the experimental
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design did not allow disentangling the effects of diuron on host density (reduced host population
growth through inhibition of photosynthesis) and host susceptipidihd through this on parasite
transmission. The experimental design utilized here, where parasite transmission was assessed
after three hours only, enabled us to control for host density (keep host density constant).
Thereby we show that diuron itself hasnegative effect on parasite transmissidtowever, as
hypothesized, in a high host density environment this negative effect of diuron disappeared and
transmission efficiency was even enhanced (Fig. 1a). Although we cannot completely exclude the
fact that diuron has a direct negative effect on zoospores we did not observe any differences in
zoospore swimming behaviour in the presence of diuron. Further, if diuron would act immediately
on zoospores we would also expect lower transmission efficiency undgr Ihost density.
Therefore, we argue that the underlying mechanism explaining these results may be the
interference of the herbicide with host finding mechanisms (chemotaxis) below a threshold host
density. We do not deliver direct proof of this princigdat the simulation scenarios of our ABM
model were able to produce patterns similar to those observed in our experiment. Hence our
simulations support our first hypothesis that the importance of chemotaxis in locating hosts is host

density dependent.

Several studies indicate that motile organisms display chemotactic behaviour towards suitable
hosts or nutrient sources. For example the malaria mosquito uses human sweat components as
host finding cuegKelly 2001 Verhulst et al. 201)1 cercariae larvae show cherwsientation
toward micromolecules excreted by snaii$aas et al. 1995orner and Haas 1998r nematodes

and pathogenic bacteria are attracted to substances released by their {d&slhams and
Armitage 2004 Zuckerman and Jansson 1987 here are also a few studies on chemotaxis of
chytrid zoospores. The nfamous chytrid pathogen of amphibiansBatrachochytrium
dendrobatidis for example showed positive movement towards nutritional cues of host origin
(Moss et al. 2008 andMuehlstdn et al. (1988found evidence of chemotactic activity of a marine
chytrid towards concentrated food sources. Although chemotaxis seems to be a wide spread
mechanism for parasites with free living stages to increase their transmission potential, ngt man
studies have incorporated host finding success (chemotaxis) as a parasite fitness trait explicitly in

an epidemiological context.

One thing to keep in mind is that our hgsarasite system naturally occurs in the pelagic zone of

aquatic ecosystems. Whe our experimental setting offered a physically stable environment,
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under natural conditions varying degrees of water turbulence may interact with zoospore
movement and host finding efficiency. An experimental study on a marine phytoplaiplti@asite

sysem showed that turbulence (by shaking flasks) reduced infection compared to unshaken flasks
(Llaveria et al. 2000A field study on chytrid parasitism Af formosan nine reservoirs found the
highest rate of infections at intermediate hydraulic disturbance leBlertrand et al. 2004
Apparently motie parasites can benefit from a certain amount of turbulence (e.g. by increasing
chance contacts), but when mixing becomes too intense this may override swimming behavioural
effects(Fingerut et al. 20080 ! . a Q& LINPQGARS& | 3I22R (22t (2
aspects. In future work we want to include both turbulence and host patchiness in the model.
Contrary to our expectations,dst preexposure to diuron did not increase parasite transmission
and even showed a tendency to decrease it (Figure 1b). This suggests that hosts did not become
more prone to infection upon longer stress exposure. Hence we reject hypothesis nr. 2. & plant

it has been shown that various biotic and abiotic stress response pathways share common nodes
(Mazarei et al. 2007Sohn et al. 2006s0 that preexposure to one stressor may positively
influence subsequent resistance to another stresgllittra et al. 2004 Sandermann 2000
However, diuron preexposed hosts transferred to clean medium had only a limited recovery time
(ca. 30 min before parasite addition) thereby still experiencing inhibited photosynthesigtyac

upon parasite exposure. The weak interaction effect betweengxgosure and additional diuron
exposure could then simply be explained by the negative effect of photosynthesis reduction by

diuron on zoospore host finding which is not further enhathbg additional diuron exposure.

Our third hypothesis was that increased spread of infection observed in host populations with
larger mean cell volume is mainly driven by a higher parasite reproductive output. Although we
found that transmission efficielycwas lower on host populations with smaller mean cell volume,
the effect of host size was rather weak accounting for only 3% of the total variance. Sporulation
also occurred earlier on the host population with the largest mean cell volume, but again the
difference between sporulation time on small vs. large hosts was only limited (on average 3 hours
which represent a difference of only 4% of the total development time). We expected to see a
negative effect of prolonged herbicide exposure on sporangiamelue. reproductive output or
development time. Since diuron affects photosynthetic electron transport it causes inhibition of
sugar production in the Calvin cycle through the depletion of ATP and NADPH supplied from the
light reaction. Longer prexposue to the herbicide is therefore expected to alter physiological

processes and possibly host nutrient quality. Studies on two diffeBaghniaparasite systems
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showed that low quality nutrition irDaphniareduced the reproductive output of its parasite
(Frost et al. 2008Hall et al. 2009 Though, in both cases poor nutrition Daphniaalso led too
smaller sized mmals. Diuron exposure does not directly affect diatom cell size but could reduce
the mean cell size in the population on the long term through reduction in cell division (growth
inhibition). The specific mode of reproduction in diatoms implies that drest@rogressively get
smaller with every cell division. Sporangia size, however, was not directly affected by herbicide
exposure or preexposure and this suggests that changes in host condition, with a potential
decrease of nutrient quality for the parasjtdid not affect zoospore reproduction. It is possible
though that even when the number of parasite offspring produced was similar zoospores were of
inferior quality, i.e. having a shorter infective lifetim{8eppala et al. 2008 This remains a
hypothesis to test. As expected we did find that larger hosts sustained significantly larger
sporangia€.g. produced more zoospores). When we assume that the same conversion factor can
be applied as determined bgruning (1991g zoospore production was around 1.5 times higher

on the host population with larger mean cell volume. This suggestttimincreased spread of
disease on host populations with larger mean cell volume indeed seems to be mainly driven
through increased parasite reproduction. In vertebrates or higher plants, size differences between
hosts and parasites are generally largel grarasites only consume a relatively small part of their
host resources. In contrast, the biovolume of mature sporangia of phytoplankton parasites may
O2yaidAiddziS FNRdzyR KIFfF 2F GKS K2a0Qa oA202f dzy
resouces. This may explain why quantitative nutrient availability, as determined by host cell size,

is such an important aspect of parasite fitness in this system.

Concluding remarks regarding implications for disease dynamics

Our results are somewhat conttectory to what is known from plant literature, i.e. plants exposed

to external stress factor are often disposed to an enhanced likelihood of plant dig&iasan and
Campbell 1977DiLeo et al. 201,0Johal and Huber 200Macdonald 1982 It also differsfrom

many animal studies where hosts in poor shape seem to be more susceptible to infection.
However, some studies on invertebrate hqurasite systems also report opposite results to the
mainstream of the literaturgBedhomme et al. 20Q4Pulkkinen and Ebert 200&eppala et al.
2008. In microalgae, @y abiotic and biotic stress factors are likely to affect photosynthesis, so if
decreased photosynthesis negatively affects parasite transmission, one could generalize that
increased stress conditions in the environment will probably lead to a decrepsesdsof disease

in phytoplankton populations. The fact that the negative effect of inhibition of photosynthesis on
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transmission of the chytrid was clearly host density dependent (Fig la) does indicate that
transmission may only be impaired in those hpatasite systems where chemotaxis plays a role.
Furthermore we found that key phenotypic traits of the host (host size) can play an important role
for parasite fithess. This result indicates that parasite genotypes that infect larger hosts (certain
chytrid genotypes infect certain diatom genotypes only) will contribute proportionally more to the
entire parasite population (faster development time and more parasite spores produced). Larger
hosts may not be necessary the more common genotype. This could nresulieduced ability of

the parasite to ceevolve with their local host population and consequently affect disease
dynamics.

Finally, we highlight the importance of dissecting the response of individual parasite fitness traits
in heterogeneous environmestin order to better predict parasite population dynamics and the
spread of disease in dynamic environments. We also want to point out that for parasites with free
living motile stages efficient host finding mechanisms is a relevant fitness trait invaived
successful transmission. In many infection experiments this is not accounted for when high host

densities are used and this may give unrealistic estimates of parasite transmission potential.
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Appendix

Figure S1
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Fig. S1:.Box plots of the cell volume for the fiveosts populations (for each population n = 50). The
horizontal line represents the median amdiskers indicate théth and 95thpercentiles. Letters indicate
statistically different groups in pairwise pdsbc tests (Tukey HSD; p < 0.001). Grey boxestddgidiost
size classes (small and large) with their mean cell volume (x SE) that we defined for experiment 1

S2: Agent based model (ABM)

The model description follows the ODD (Overview, Design concepts, Details) protocol for
describing simple individlaand agemtbased models(Grimm et al. 2006Jovani and Grimm
2008. This model is implemented using Uglylaln agent based modelling tool we developed in

Java. It is freely downloadable framtp://www.computational-biology.org

-Purpose:The purpose of the model is to test the hypothesis of the densépetidence of
chemotaxis (active host finding mechanism) for parasite transmission success and to compare the

predicted patterns with our experimental results.

-State variables and scaleBhe model is composed of three agents: host, zoospore (free liteng

stage of the parasite) and sporangium (attached life stage of the parasite). The hosts are

66


http://www.computational-biology.org/

characterized by the state variables: location (spatial position x,y,z), size and chemotaxis strength.
Zoospores are characterized by the state variables:timegspatial position x,y,z) and swimming
speed (based on values from the literatui@uning 1991p. The sporangium has only one state
variable, its spatial position Xx,y,z.

Since we are interested in rapid infection processes we use very short disecretesteps of 1
second. Simulations are run for 10800 seconds (3 hours) which corresponds to the duration of the
infection experiment. The hogtarasite system we model represents two eukaryotic
microorganisms in an aquatic environment. Therefore our sinmat are performed on a

micrometer scale in a continuous cubic 3D environment that represents a volume of 0.125 ml.

-Process overview and schedulidg: time t we start with a list of agents composed by hosts,
zoospores and sporangia. After shuffling tis# we compute each agent after another. For the
agents host two rules are applied: infection rule and Brownian motion (see below section
submodels). For the zoospores one rule is applied (zoospore movement rule): chemotaxis or
random walk. The agent spamgium is the result of the infection rule but there is no rule applied

on this agent.

-Design conceptsihe model is driven by the interaction between a nuntile host and a highly

motile parasite and uses the concept of chemotaxis to explore paraaismission efficiency. In

many host parasite interactions where the host is immobile and the parasite has a motile life
stage, active search mechanisms are involved that allow the parasite to locate a suitable host
(Gerardo et al. 2006 Chemotaxis is defined as biased or directed migration in response to
diffusible chemical cues, the motidseing directed to regions of highest chemical concentration.
Diatoms (host in our model) are known to exude a variety of organic substéBjeasen 1988

These extracellular releases can build up gradients around algal cells which can be tracked by the
parasite. In this model chemotaxis is not given by released chemical cues but given by the entity

host.

-Stochasticity Stochasticity isssumed in the initial spatial distribution of hosts and zoospores as
well as in the random walk of host and random walk of zoospores when the chemotaxis rule is
excluded or when zoospores are outside the chemotaxis zone. In addition, we introduce

stochasicity in the infection process through the parameter infection probability PI.
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-Initialization:We compare 4 scenarios:

Scenario 1: low host density without chemotaxis.

Scenario 2: low host density with chemotaxis.

Scenario 3: high host density withoutemotaxis.

Scenario 4: high host density with chemotaxis.

The initial state of the model starts with a number of hosts and zoospores which are randomly
distributed in space (normal distribution following x,y,z). The low host density simulation is
initialized with 155 host colonies and the high host density simulation with 1240 host colonies. All
simulations are performed with the same number of zoospores (500) in a volume of 0.125ml and
with similar infection probability (1%). We consider host colonies ol because these are the
most commonly observed ones in nature. This means that 155 host colonies correspond to 1240
cells in a volume of 0.125ml and this number corresponds to the experimental low host density of
ca. 10'000 cells rifl In a similar wg, 500 zoospores correspond to 4000 zoosporeSand 1240
colonies correspond to the experimental high host density of ca. 80'000 host célls\we
introduce 5 host pools normally distributed around the mean host cell size of 40 um which we

adjust thraugh size correction coefficients.

-Input data: The model does not have any external input of driving environmental variables.

-SubmodelsWe define 3 submodels;

1) Zoospore movement The zoospore movement rule describes the movement of zoospores in
presence and absence of chemotaxis. In absence of chemotaxis zoospores show a random walking
behaviour. The algorithm picks two random numbers representing respectively the inclination
angle and the azimuth angle and moves the zoospores along the lengtle afatlial distance
defined in the rule parameter corresponding to the average swimming speed (distance per time
step = 100 pm§ based on values from the literatur@®runing 1991p. When chemotaxis is
activated, zoospores show a random walking behavioud tots are encountered in the defined
sphere of chemotaxis influence. This chemotaxis sphere is set as 2 x the sphere of infection, which
equals the defined host size. Once inside the sphere of chemotaxis, the algorithm computes a
vector representing thelirection of the chemotaxis strength. The chemotaxis strength is the sum

of the individual strength of each host present in the sphere of chemotaxis influence. A host exerts
a force inversely proportional to the distance hastospore and tends to zero dise distance

tends to the radius of the sphere of influence.
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2) Host movement The host movement rule simulates Brownian motion (steedlle random
motions) just to avoid that zoospores are caught into a basin of attraction when chemotaxis is
active.

3) Infection: The infection rule has two parameters, the infection probability (PI) and the infection
zone which is given by the individual sizes of the host. If a zoospore enters the infection zone it will

infect the host with a probability PI.
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Chapter 3

Hidden diversity in the freshwater planktonic diat@xsterionella formosa

Silke Van den Wyngaert, Markus Moest, Alena Gsell, Bas Ibelings, Piet Spaak

(In preparation, target journal Molecul&cology)

Abstract

Many freshwater and marine algal species are described as having cosmopolitan distributions.
Whether these widely distributed morphologically similar algal species also share a similar gene
pool remains often unclear. In the contextisfand biogeography theory, stronger spatial isolation

in freshwater lakes should restrict gene flow and lead to higher genetic differentiation among
lakes. Using nine microsatellite loci, we investigate the genetic diversity of a widely distributed
freshwater planktonic diatomAsterionella formosacross different lakes in Switzerland and the
Netherlands. We applied a hierarchical spatial sampling design to determine the geographical
scale at which populations are structured. A subset of the isolatesaddisionally analysed using
AFLP (Amplified Fragment Length Polymorphism) markers.

We detected three principal genetically distinct clusters with different clustering approaches and
with both markers (microsatellites and AFLP). Unexpectedly we found rhigiter genetic
differentiation within lakes than among them and strong subpopulation division within the Swiss

lakes. These results indicate the potential presence of cryptic species Witfanmosa.
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Introduction

Many freshwater and marine algal speciase described as having cosmopolitan distributions
GKAOK aSSya (2 0SS Ay @{HEQDahdlBabsyBoRingé Wil &d Bobviere S N
2000 F I Y2 dza Y S inicrodKNEBNU yoAMA YA SOSNBUOKAY3I Aad SOSNE G FK
later emphasized by Fenchel and Fin2@04). However, several studies contradict this hypothesis
(Casteleyn et al. 201@&vans et al. 200Medlin 2007 Vanormelingen et al. 2008Whether these

widely distributed morphologically similar algspecies also share a common gene pool remains
often unclear Medlin 2007. But, this is an important question since intraspecific diversity (genetic
polymorphsm) represents the evolutionary and adaptive potential of a species. Restricted gene
flow may lead to the fragmentation of the common gene pool and local adaptation of populations
which may eventually lead to the evolution of new (cryptic) species. Therafjene pool size
(genetic diversity) and the gene flow between pools (population structure) are critical for

speculating that everything is everywhere.

Molecular analyses of the genetic diversity and structure of microalgae are still scarce relative to
other organisms and most of the studies done so far have dealt with marine siga{pesmann et

al. 2009 Erdher et al. 2011 Harnstrom et al. 201 llglesiasRodriguez et al. 20Q06\Nagai etal.

2009 Rynearson and Armbrust 200P004 2005 Rynearson et al. 200®Rynearson et al. 2006
Casteleyn et al. 2009, 2010) general assertion that marine environments offer few physical
barriers to dispersal has oftendeto the assumption that protist populations are genetically
homogeneous. Two studies on the marine diatBseudenitzschia pungenare in agreement with

the assumption of panmixia and found evidence for a single largely unstructured population within
two large but heterogeneous areas of the North €asteleyn et al. 200%vans et al. 2005
However, the majrity of studies have shown opposite results and report both large and fine scale
spatial and temporal population genetic structure within a variety of marine protist species

(Alpermann et al. 2009 owe et al. 2010Nagai et al. 200Rynearson et al. 2@).

Freshwater lakes are considered to represent more discrete, patchy and isolated habitats
compared to the open ocean (however see e.g. Leibold and Nor2®&@y) for lake plankton
biodiversity in a metacommunity context). Conseqtly, it is hypothesized that this stronger
spatial isolation restricts gene flow even more, leading to more genetically distinct protist
populations in lakes compared to marine habitats. The handful of studies about genetic

differentiation among and witim freshwater protist populations seems to agree with this
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hypothesis. Microsatellite analyses on the benthic freshwater diafetlaphora capitatdound

highly differentiated populations between lakes of the UK, Belgium and Aus{Elans et al.
2009). The same picture emerged also in an amplified fragment length polymorphism (AFLP)
analysis ofAsterionella formos@opulations of geographically close Dutch lakes that revealed high
genetic diversity among populations with clear clustering of genegyaccording to the lake of
origin (De Bruin et al. 2004 Similar results were obtained for the planktonic diatémagilaria
capucina analysed by random amfsid polymorphic DNA (RAPD), showing highly genetically
differentiated populations among seven lakes along a latitudinal gradient across North America
(Lewis et al. 1997 Genetically distinct populains of the diatomCyclotella meneghinianaere

also found on smaller spatial scal@gathin 40 km, Beszteri et al. 20D™However, acontrasting
example is the low differentiation of a ciliate population in four Chinese lakes which were
relatively closely located to each othéZhang et al. 2006or the high genetic variability but
absence of phylogeographic structureNficrocystis aeruginosahown by van Gremberghe et al.

(2011).

Eukaryotic microalgae commonly reproduce asexually alternate with rare sexual €Végitsse
2008. Despite the dominance of clonal reproduction, the majority of studies find surprisingly high
levels of genetic diversity using polymorphic markers such as AFLP and microséiteijsres et

al. 2009 Lowe et al. 2010Rynearson and Armbrust 200@Even during bloom cwlitions, clonal
diversity of the marine centric diator@itylum brightwelliremained high, 87% to 95% distinct

genotypegRynearson and Armbrust 2005

In this study, we examine the genetic diversity and structure of populations of a freshwater
planktonic diatom Asterionella formosaA. formosais one of the dominant algal spes in many
freshwater lakes during the phytoplankton spring bloom. It is described as having a cosmopolitan
distribution, occurring in lakes and ponds of different trophic status and with different physical
and chemical characteristics. Two moleculardgts have been published with contrasting results
regarding genetic diversity within this diatom. Based on allozyme electrophoresis of three
polymorphic enzyme loci, Soudek and Robing@83 did not detect a single genetically different
isolate within a variety of North American and European lakes, suggesting tf@mosas a pure
clonal sgcies or at least genetically highly homogeneous. This contradicts to the De Bruin et al.
(2004 who applied AFLP and RAPD methods found every isolate to letig@ly unique within a

single A. formosa population of a Dutch lake (Lake Maarsseveen) suggesting that sexual
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recombination (if only occasionally) in this species is likely to occur. These contrasting results most
likely reflect the resolution power ohe different markers but may also reflect different levels of
genetic variation in different lake populations. Although the allozyme study did not find genetic
variation within populations, it found considerable genetic differentiation among populations of
different lakes but no clear geographical pattern was observed. Neighbouring lakes, even
connected by streams, were genetically not more similar to each other than distant(la&edek

and Robinson 1983 However, a drawback of this study was that isolates were collected in
different years. Ideally, individuals sampled for the estimationpopulation genetic structure
should belong to the same generation, because allele frequencies vary not only over space, but

also over timgBalloux and LugeMoulin 2002.

The objective of this study is to investigate the genetic diversit.iformosain high resolution
(with nine polymorphic microsatellite markers) and to determine the geographical scatbielh

populations are structured during a single phytoplankton spring bloom

Methods

Sampling design and clone isolation

All isolates ofA. formosawere collected during the spring bloom 2010 (February, March, April)
with exception of Lake Zwemlust (Febry, April 2009). From Lake Greifen and Maarsseveen we
collected isolates on two different sampling dates (December 2009, March 2010) which we pooled
together. In total we sampled 11 lakes following a hierarchical spatial sampling design to assess
geneticdiversity and to reveal population structure on a (1) integional scale (Swiss lakes versus
Dutch lakes), (2) regional scale (7 lakes within Switzerland (CH) and 4 lakes within the Netherlands
(NL)) and (3) local scale (within lakes). In Switzerlanthebeded lakes that were connected with

each other each other, i.e. Lake Baldegg connected to Lake Hallwil by the river Aabach and the
highly connected Upper and Lower Lake Zurich. Within Lake Lucerne we sampled seven different
basins of this complex lak®/stem. We divided the isolates of the seven different locations into
three populations (VWS A, B and C) that represent the most separated basins; Lake Alpnach (VWS
A), Horw Bay, Lake Kiussnacht, Kreuztrichter , Weggis/Vitznau basin (VWS B), Gershakieasin,

Uri (VWS C). Table 1 summarizes the sampled lakes and basins and their main characteristics.
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Table T Summary characteristics of the sampled lakes and basins

Lake country Lattitude Origin Surface area max depth trophic status sampling date abundarce

(abbrevation) longitude (kn) (m) A. formosa

Lake Baldegg (BS) Switzerland 47°11'47.69"N natural 5.2 66 mesotrophic 15.03.2010 high
8°15'45.17"E

Lake Halwill (HW) Switzerland 47°16'50.59"N natural 10.2 a7 mesotrophic 23.03.2010 low
8°13'01.79"E

Lake Greifen (GS) Switzerland 47°20'58" natural 8.45 32 eutrophic 18.12.2009/24.03.2011 moderate
8°40'49"

Lake Rot (RS) Switzerland 47°04'10.56"N natural 0.46 16 mesaeutrophic 18.03.2010 high
8°18'49.86"E

lower Lake Zurich (ZSU) Switzerland 47°18'25.24"N natural 65 145 mesotrophic 18.03.2010 high
8°34'37.8"E

upper Lake Zurich (ZSO) Switzerland 47°12'33.29"N natural 20 48 oligo-mesotrophic 25.03.2010 low
8°49'55.62"E

Lake Lucern: Switzerand natural

Lake Alpnach (VWSA) ntTc nT1Q 4.76 35 oligotrophic 24.02.2010 low
yc M@PQH

Horw Bay, Lake Kiissnacht, nTc nAmQ

Kreuztrichter, yc mMyW 57 151 oligotrophic 24.02.2010 moderate

Weggis/Vitznau basif(VWSB)

Lake Uri & Gersau basin (VW¢ ncc pTQ 52 214 oligotrophic 24.02.2010 moderate
yc ocQ

Ford Vechten (FV) Netherlands 52°05'81.31"N artificial 0.08 4 eutrophic 02.03.2010 ?
5°16'42.48"E  18th century

Lake Maarsseveen (MSV) Netherlands 52°14'28.28"N artificial 0.7 32 oligo-mesotrophic 26.01/25.03.2010 high
5°.08'57.11"E 1965

Lake Vinkeveen (VKV) Netherlands 52°23'52.12"N artificial 0.6 shallow eutrophic 02.03.2010 ?
4°96'15.98"E  19th century

Lake Zwemlust (2) Netherlands 52°19'30.40"N artificial 0.015 25 hypertrophic 25.02/21.04.2009 ?
5°00'73.13"E 1921
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A 10 meter integrated plankton sample was collected with a plankton net (30 um mesh size).
Within 24 hours of collection, single colonies were isolated from a diluted plankton sample with an
elongated glass pipette in order to obtain clonal cultures. Single colonies were transferred into
individual wells of a 48vell plate containing 2 mL CHO tnedium(Stein 1973and maintained in

a climate chamber at 14° C on a 14H0ight:dark cycle of 35 pE fs! for further growth.
Cultures were checked for possible taminations and/or accidental multiple colony isolation
(visible when multiple algal patches were present). After 3 weeks of growth we transferred each
unialgalA. formosaisolate into Erlenmeyer flask in order to obtain sufficient cell material for DNA

extraction.

DNA extraction

Algal material (1.5 mL) was collected during exponential growth in 2.5 mL eppendorf tubes and
was centrifuged in order to obtain an algal pellet. The liquid supernatant was removed. Afterwards
the HotSHOT DNA extraction protosghs followed as described by MonteRau et al. (2009

using 20 ul of each buffer. Due to the fact that this was the first time that HotSHOT DNA extraction
was performed on diatoms and different DNA extraciomethods may affect genotyping
reproducibility we also performed a preliminary quality test. We compared the HotSHOT DNA
extraction method and the Qiagen Plant Tissue Mini Kit with respect to the reproducibility of the
genotype profile of 6 culture stramofA. formosaand obtained the same genotyping profiles of all

the 6 strains with peaks of comparable quality.

Microsatellites development and genotyping

An enriched library was made by Ecogenics GmbH (Zurich, Switzerland) from size selected genomic
DNA ligated into SAULA/SAUlIBker (Armour et al. 1994 and erriched by magnetic bead
selection with biotinlabelled (CE} and (GTy oligonucleotide repeat§Gautschi et al. 2000a
Gautschi et al. 2000b Of 528 recombinant colonies screened, 213 gave a positive signal after
hybridization. Plasmids from 155 positive clones were sequenced and primers were designed for
16 microsatellite inserts. Of these 16 primer pairsne yielded scoreable and polymorphic
microsatellites. Details on the nine markers are summarized in Table 2. These nine markers were
used in two sets of multiplex PCR reactions (MP1: Ast01, Ast02, Ast04 and MP2: Ast03, Ast05,
Astl0, Astl3, Astl4). Mytlex PCR amplification was performed in a 10ul reaction volume
containing 10ng of DNA, 5pl Multiplex PCR Master Mix (Qiagen), 0.3uM of forward and reverse

primers each and double distilled water. PCR fragments were fluorescently labelled with FAM,
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NED, PE or VIC fluorescent dyes (Applied Biosystems) (Table 2). We used the following
amplification protocol on a Biometra thermal cycler (Whatman Biometra): 30 cycles of 30 s at 94
°C, 1 min 30 s at 60 °C (MP1) or 56 °C (MP2), respectively, 1 min at 72 f€tHeefiost cycle, a
prolonged denaturation step (95 °C for 15 min) was included and the last cycle was followed by a
30 min extension at 72 °C. PCR products were 1:20 diluted with double distilled water and 10 pl
HiDi + 0.25 pl size standard (GeneScaf0 LIZ, Applied Biosystems) was added to 1 ul of diluted
PCR product. PCR products were separated on an ABI PRISM® 3130 XL Genetic Analyzer 1¢
Capillary system and sanalyzed using Genemapper version 3.7 (Applied Biosystems). Genotyping
(i.e. PCR, electrdyresis and allele scoring) was repeated 3 times for 25 percent of the samples to
assure genotype accuracy and reproducibility. The occurrence of null alleles and PCR amplification
bias against large alleles was assessed using MCEHRTKERan Oosterhout et al. 2004

In addition we analysed a subset of the isolates (91 out of 224 isolates) with AFLP markers. AFLP
analysis was performed by Keygene® (Wageningen, The Netherlands) usisgntie four
EcoRI/Msel AFLP primer combinations as reportdddrBruin et al. (2004a) Eco+GA & Mse+AT,

b) Eco+GA & Mse+CC, c) Eco+GA & Mse+CG, d) Eco+GEA& Mse

Table 2:Summary of locus characteristics, PCR details and levels of variability of nine polymorphic
microsatellite loci in the freshwater diatodsterionella formosérom 14 locations in Switzerland
and the Netherlands (n = 224)

Locus Dye Primer sequence (5>3) Repeat motif T, Size N,
multiplex 1 Ast0O1 NED F CTACCGATAGCAGCCCA, (AG), 60 108128 10
R ACGAATCAAGAAGCCGA
Ast02 FAM F CTGTCCTGCCTAACGGA™ (AC); 60 112156 18
R GGAGCATGGTACACCCA
Ast04 PET F TGCATACAACTIECTTAC(TC), 60 85101 13
R TGTCCGAGTTGTTGTGT1
Ast08 VIC F TTTCAATTTGACGTTTCC (AC)s 60 102114 12
R AACGGAACAACAGCTTC

multiplex 2 Ast03 FAM F CCGTTACAACCCATGATA (GA):X 6 bs! 0 56 60-116 18
R TCCCTTTTTGTTTGATTC!

Ast05 FAM F CGGTCCAATGGTAAGAC (CA)TAYX 0 /4 56  196-248 13

R ATTGGAAAGCCGCAGTG

Astl0 NED F TGATGGTCATCGAACTG/ (GTHGA), 56 235245 5
R CAGAGGCCAGTGGAGAA

Astl3 PET F TTCTTGCGTGTCAAGAAT (TG), 56 154166 8
R CAAATGGABGTTGGGTT!

Astl4 NED F CTCGCTTGGGCATTCTGT (TG)o 56 150160 5

R TGATGACGCTTGGTCTC/
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Genotypic richness and genetic diversity analysis

Individuals with identical muHliocus genotypes (MLGs) were detected with the program
GENCLONE vas 2.1.(ArnaudHaond and Belkhir 200.7To asses if identical MLGs could be
considered as a part of the same asexual lineage, the probability that twadndis sharing the
same MLG originate from different sexual reproductive eventg,)(Rvas estimated. This
probability depends on the allele frequencies in the population and the observed heterozygosities
and was calculated with the program MLGs(Btenberg et al. 20Q3which uses aiswulation
approach and calculates significance values for the likelihood that a MLG observed more than
once in a population is the result of random sexual reproduction. The number of simulations was
adapted for each MLG and increased until a stable ctitialue was reached (P < 0.05). For each
single population, genotypic richness (R) was estimated by (B £NE1) where G is the number

of distinct multilocus genotypes and N is the number of sample bBitsken and Eckert 2001
Hence R ranges between zero (monoclonal population) and 1 (each individual represents a
genetically wmique MLG). Since sample size varied between populations we performed a
rarefaction analysis to calculate genotypic richness using the aRarefactWin software (v. 1.3; S.

Holland, Stratigraphy Lab, University of Georgia, Athensw.uga.edu/~strata/softwarey. The

smallest sample size (ZSO; n = 10) of the 13 lakes assayed was used to compare genotypic richness
estimates between lakes. We further measured genetic diversity as allelic richness and expected
heterozygosity. We also estimated allelic richness with a rarefaction approach using the program
HRRare(Kalinowski 2004which fixes n as the smallest number of individuals typed for a locus in

a sample. Since two markers showed an elevatethimer of amplification failure within some
populations, we performed the analysis with 7 markers to avoid the fact that null amplification
results in an underestimation of allelic richness. Weir & Cockerlig®84 Fs @I f dzZS&4% b 'S
unbiased expected heterozygosity JHand observed heterozygositygHwere calculated with
GENETIX version 4.®elkhir et al. 199&€004) for each locus. HardWeinberg exact tests were
performed using Genepop version 4Rousset 2008assuming that the alternative hypothesis H

is a heterozygote deficiency. Lirgeadisequilibrium was calculated between all pairs of loci, with

10 000 dememorizations, 100 batches and 5000 iterations per batch. Critical significance levels

were adjusted for multiple comparisons by using the sequential Bonferroni corrg®ioa 198%

Population genetic structure analysis
Population structure was analyzed by two different approaches: (1) using predefined populations

corresponding to the 13 sampling locations (individual lakes and lake basins) and (2) using no a
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priori assumptions about population subdivision. We observed identical multilocus genotypes
(MLGSs) in our dataset, indicative of clonal structure. To explore the contribution of clonal structure
on the spatial population genetic structure we created twatasets, one including all MLGs (All
MLG) and another clone corrected data set, keeping only one copy of each MLG (CC).

The spatial distribution of genetic variance was analysed by hierarchical analyses of molecular
variance (AMOVA) using the program Adeqgversion 3.0XExcoffier et al. 2005with significance
estimated based on 1000 permutations. Total genetic variance was partitioned into three
hierarchical levels: (i) among region (CH, NL, ca. 600 km), (ii) among populations within the same
region (5¢ 50 km), and (iii) among individuals within populations. Pairwiggvelues for each
possible pairwise combination of populations were estimated based on 1000 permutations in
Arlequin. krand related statistics have the drawback that they may underestimateuladipn
differentiation when polymorphism is high, which is usually the case for microsatellite markers
(Heller and Siegismund 2089 ¢ KSNBT2NB ¢S | { adterrativel hedduré 8fR W2
genetic differentiation which is notlependent on marker variabilitfJost 2008 Locus specific
calculations of Bstwere performed using the software pgram SMOGCranvford 2010. The

overall Rstfor each pairwise population comparison was calculated as the arithmetic mean across
loci. Genetic relationships between populations were estimated as the proportion of shared alleles
at each loci, i.e. allele sharing distas (29 and were computed in POPULATIONS version 1.2.32
(Langella 1999 We used the resulting distance matrices to build UPGMA dendragnaitin

confidence determined by bootstrapping over loci (1000 replicates).

To infer population structure without a predefined population subdivisidinst a factorial
correspondence analysis (FCA) was performed on all individual isolates, as implenrented
GENETIX version 4.elkhir et al. 199€004). To further identify clusters of genetically related
individuals and to obtain probabilities osignment for individuals to a cluster (or clusters when
they are admixed) two different approaches were used. First the model based Bayesian clustering
algorithm implemented in the software program InStryGao et al. 200)/was run, which is an
extension of the approach used in the progratmugture. Runs with the clone corrected dataset
were performed with a number of genetic clusters (K) ranging from 1 to 18. Each of the two
MCMC chains used 1,000,000 iterations after a burning period of 500,000 steps. Optimal humber
of K (clusters) was detmined by means of the Deviation Index Criterion (DIC), i.e. a model
complexity penalized measure of how well the model fits the d&piegelhalteret al. 2002.

InStruct relaxes the assumptions of HWE although still assumes linkage equilibrium. Since clonal

79



organisms rarely meet this assumption the multivariate method Discriminant Analysis of Principal
Components (DAPC), available in the ADEGpEE&Rge(Jombart 208) for the R software (R
development Core Team) was used. This method does not rely on a particular population genetics
model and is therefore free of assumptions on HWE or linkage disequilifdombart et al.

20100 ¢ KS ydzYoSNJ 2F Of dzZAGSNR ¢4l a |aaSaasSR dza)
successive ¥eansOf dz2 G SNA Y3 A GK AYONBFaAy3d ydzYoSNaB 2
ydzYoSNR 2F Of dzadSNAR ¢l & oFaSR 2y @Aadz f AyalLls
information criterion) values for each number of clusters. In addition the Nike2 y W3I22 RT A
used to infer the optimal number of clusters. Separate analyses for linkage disequilibiamd F
population structure were repeated, considering the major model clusters detected by FCA and

DAPC.

Results

Genotypic and genetic diversi

We found 94 distinct MLGs among the 182 individuals that could be genotyped for all 9 markers.
When we excluded the 2 markers (Ast 04 and Ast 03) which contained most missing data points,
we found 96 distinct MLGs among 215 individuals. Most of the Mie®s specific for their lake of

origin. One MLG was shared by the two unconnected lakesppEr Lake Zirich and &tdke

Hallwil. CHupper Lake Zirich and @éiver Lake Zirich also shared one MLG and two MLGs each
were shared by the CHake Lucerne basis and B and basins B and C, respectively. One MLG
was found in all three basins of Lake Lucerngy Values were very low and ascertain clonal
identity in most cases (83%). For 17% of the detected identical multilocus genotypes, however, the
Psex Value was not significant, meaning that they could have originated from different sexual
events.

Based on the rarefaction curves (Fig. 1) the CH lakes ZSO, ZSU, GS, HW, VWSB and VWSC hac
similar degree of genotypic richness (lying within the 95 % confiderteevats for the lake with

the smallest sample size). The CH lakes RS, BS, VWSA and NL lakes MSV and VKV had low:
genotypic richness. Lowest genotypic richness was found in the two Dutch lakesrdNWechten

and NELLake Zwemlust which consisted each oé @mngle genotype (Table 3, Fig. 1).
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Table 3:Genotypic and genetic diversity Asterionella formos@opulations

Population N G R AR SEr
BS 22 10 0.43 3.64 0.45
HW 10 7 0.67 3.70 0.18
GS 35 28 0.76 4,19 0.52
RS 20 9 0.42 2.97 0.46
ZSU 22 12 0.52 3.15 0.29
ZS0 10 8 0.78 3.84 0.59
VWSA 13 5 0.33 3.28 0.39
VWSB 15 12 0.79 4.46 0.58
VWSC 13 9 0.67 4.41 0.46
Fv 9 1 0.00 1.71 0.18
MSV 14 9 0.54 4,14 0.62
VKV 13 8 0.58 4.23 0.53
4 20 1 0.00 1.71 0.18
1 L2 LJF 215 96 0.44 10.12 1.52
1 LJ2LJ 182 94 0.51 11.22 1.60

* 7 marker, ** 9 marker
Sample size (N), number of genotypes (G), genotypic richness (R),
mean allelic richness (AR), standard error of ARYXSE
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Fig.5: Rarefation curves (solid lines) show the genotypic richnes&.dbrmosan each lake and lake basin.
Dotted grey lines are the 95 % confidence intervals for the lake with the smallest sample size (ZSO; n = 10)
which was used to compare genotypic richness estis between lakes.
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Genetic diversity, measured as allelic richness, also varied between lakes and was positively
correlated with genotypic richness%R 0.84, P < 0.001, Fig. 2). Even when we excluded the two
Dutch populations with extreme low genotgprichness, there was still a significant positive
correlation (R=0.51, P = 0.009).

55 Fig.2: Relationship between

genotypic and allelic richness of the
thirreen sampled A. formosa

45 populations.

as ¢

2.5

15

Linkage disequilibrium and heterozygosity deficen

Significant linkage disequilibrium was found in five populations with highest proportions observed
in CHLake Greifen (67 %), dldke Rot (25 %) and @dper Lake Zurich (28 %) (Taldle All
populations had a positivedacross all loci and thus &sificant heterozygosity deficiency, except

for the populations of Ci#lake Lucerne basin A and C andusdke Maarsseveen from which the
genotypic distributions did not deviate from HWE expectations (Table 4, Table S1). For all the

populations svalues Bowed large variation across loci (Table S1).

Population genetic structure analysis

A priori grouping of individuals into individual lakes (or lake basins)

The results of the hierarchical analysis of molecular variance (AMOVA) and UPGMA clustering
indicate that clonal structure affects genetic differentiation between populations. Overall AMOVA
analysis revealed that most genetic variation was found within populations and least among
countries. When all MLGs were included we found a significant genetictgting at the three
geographical levels (8.36% among countries, 21.99% among populations within countries and
69.66% within populations, Table 5). When the clone corrected dataset was used no significant
structuring among countries was found (Table 5)ridteon within populations increased and

differentiation between populations was reduced but remained significant.
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Table42 NA 3K Qa Ay 0 NBSaRdiligkage d@@MbAumOA Sy d o C

Region Population N Rs LD

CH BS 10 0.28* 0 (36)
CH HW 7 0.31* 0 (36)
CH GS 28 0.35%** 24 (36)
CH RS 9 0.33** 7 (28)
CH ZSU 12 0.37** 10 (36)
CH ZS0 8 0.31* 0 (36)
CH VWSA 5 0.20 0 (28)
CH VWSB 12 0.19* 3 (36)
CH VWSC 9 -0.02 0 (36)
NL FV 1 Na Na

NL MSV 9 -0.10 0 (28)
NL VKV 8 0.26* 1(36)
NL Z 1 Na Na

*P < 0.05, *P < 0.01, ***P < 0.001

Linkage disequilibrium (LD): number of pairwise combinations of loci that were in significant genotypic
disequilibrium after sequential Bonferroni correction (the number of tested combinations are in
parentheses, for VWStAere were too many missing data for locus 04 therefore only 28 combinations
are tested, and some loci were monomorphic which explains the other cases of reduced number of
combinations)

Table 5:Analysis of molecular variance (AMOVA), including reged&Gs (All MLGs) and only unique
MLGs (CC)

Variance Percentage
Source of variation d.f. Sum of squares components of variation Fixation indices Pvalue
All MLGs
Among countries 1 61.906 0.23551 8.01 0.080 k1 P =0.004
Among populations 11 259.514 0.61959 22.28 0.242 k¢ P <0.001
within countries
Within populations 435 851.894 1.96289 69.71 0.376 k7 P <0.001
Total 447 1173.27 2.82533
CcC
Among countries 1 16.448 0.09248 3.06 0.031 k7 P =0.053
Among populations 11 110.507 0.37994 13.85 0.130 k¢ P <0.001
within countries
Within populations 233 582.386 2.49951 83.09 0.248 k1 P <0.001
Total 245 709.341 3.0069

¢tKS !'tDa! RSYRNRINIYA NBFESOG GKS NBadzZ da 27
two Dutch lakes NEord Vechten and NEwemlust cluster together on a separate branch-Lldke
Maarsseveen and Ninkeveen also cluster together but are positioned within the cluster of Swiss
lakes (Fig. 3A). In the dendrogram based on the clone correletedset NitLake Maarsseveen and
NL-Vinkeveen are positioned on separated branches, witl_&lke Vinkeveen more closely related

to Swiss lakes (Fig. 3B). The connected lakdsakéiBaldegg CHLake Halwill and CGldwer Lake
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Zurich- CHupper Lake Zurfc cluster together as well as the threkifferent basis of Lake Luzern

indicating that lakes that are connected to each other are also genetically more similar (Fig. 3B).
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Fig. 3:UPGMA cluster analysis A$terionella formosaopulaions using the allele sharing distancedD
Numbers indicate bootstrap support values. UPGMA dendrograms are based on A) all repeated MLGs and
B) unique MLGs. Populations are coded according to Table 1

When repeated MLGs were included, pairwisgv@ues ranged from 0 to 0.549 and most were
significant among populations (63 out of 783r¥alues decreased when only unique MLGs were
included, ranging from 0 to 0.299 with only 15 out of 78 significant (Table 6). The signifigant F
values were betweeHLake Rot and NLake Maarsseveen and the rest of the lakes. This pattern
is again in agreement with the UPGMA dendrogram where the two lakes also were the most
differentiated, being positioned at separate branches (Fig. 3B3rdave a similar patternvith

only slightly higher estimates of differentiation (data not shown).
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Table 6:Pairwise multlocus krvalues between Asterionella formosa population pairs, including repeated MLGs (All MLGs) and only uniqgue MLGs (CC)

All MLGs

Fst BS HW GS RS ZSU ZSO VWSA VWSB VWSC FV MSV VKV Z
BS 0.000

HW 0.154 0.000

GS 0.184 0.088 0.000

RS 0.346 0.327 0.304 0.000

ZSU 0.177 0.123 0.218 0.396 0.000

ZS0 0.148 0.090 0.067 0.283 0.193 0.000

VWSA 0.223 0.088 0.184 0.386 0.082 0.197 0.000

VWSB 0.130 0.060 0.042 0.273 0.125 0.051 0.090 0.000

VWSC 0.205 0.141 0.066 0.309 0.270 0.096 0.249 0.037 0.000

FV 0.440 0.358 0.347 0.490 0.441 0.396 0.443 0.339 0.333 0.000

MSV 0.200 0.19 0.152 0.340 0.319 0.161 0.338 0.176 0.178 0.397 0.000

VKV 0.229 0.181 0.128 0.295 0.299 0.158 0.299 0.157 0.156 0.371 0.102 0.000

Z 0.460 0.429 0.407 0.505 0.526 0.445 0.537 0.415 0.379 0.549 0.403 0.436 0.000
CcC

Fst BS HW  GS RS ZSU 7Z50 VWSA VWSBVWSCFV* MSV VKV Z*
BS 0.000

HW 0.053 0.000

GS 0.147 0.098 0.000

RS 0.247 0.233 0.246 0.000

ZSU 0.117 0.095 0.203 0.299 0.000

ZS0 0.105 0.082 0.098 0.178 0.117 0.000

VWSA 0.174 0.136 0.033 0.271 0.215 0.087 0.000

VWSB 0.054 0.057 0.069 0.201 0.076 0.053 0.073 0.000

VWSC 0.179 0.169 0.063 0.256 0.244 0.127 -0.025 0.106 0.000

FV* 0.216 0.173 0.181 0.295 0.289 0.223 0.200 0.188 0.145 0.000

MSV 0.170 0.181 0.137 0.232 0.261 0.176 0.184 0.162 0.153 0.182 0.000

VKV 0.103 0.096 0.100 0.186 0.186 0.104 0.095 0.096 0.091 0.138 0.072 0.000

z* 0.298 0.256 0.256 0.326 0.396 0.283 0.288 0.308 0.253 0.120 0.195 0.218 0.000
Significant krvalues in bold (P < 0.0005 eftsequential Bonferonni correction), *only one MLG; Lake Baldegg (BS), Lake Halwill (HW), Lake Greifen (GS), Lake Rot
(RS), lower Lake Zurich (ZSU), upper Lake Zurich (ZSO), Lake Lucerne basin A (VWSA), Lake Lucerne basin B (VW& Bgadiake WSeD), Ford Vechten
(FV),Lake Maarsseveen (MSV), Lake Vinkeveen (VKV), Lake Zwemlust (Z)
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Cryptic structure

FCA performed on the clone corrected dataset resulted in the partitioning of individuals into three
distinct genetic clusters which we termed A, BdaC (Fig. 4). The largest cluster A represented a
mix of individuals from all sampled lakes and basins, cluster B contained only individuals from
Swiss lakes except cldke Rot and GHake Lucerne basin C and the smallest cluster C was only
represented byCHLake Rot individuals. The Principle Coordinate Analysis (PcoA), performed with
the subset of isolates analyzed with AFLP markers showed a similar clustering pattern. Clusters A
and B were less strongly separated than in the FCA based on microsate@itester C, however,

was also clearly distinct from cluster A and B (Fig. S1).
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Fig. 4:Factorial Correspondence Analysis (Fidaluding only unique MLGs of dkterionella formosa
populations. Only the firdivo axes are shown.

Fstvalues letween the three clusters were high and each cluster contained private alleles with

private allelic richness corrected for sample size, being highest for the largest cluster A (Table 7).
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Table 7:Pairwise multlocus krvalues between the three clusteiA, B and C from the FCA cluster analysis

Fst cluster A cluster B cluster C PAR
cluster A - 3.84
cluster B 0.333 - 1.33
cluster C 0.321 0.593 - 0.56

Private allelic richness (PAR), Significaptdiues in
bold (P < 0.017 after sequential Bonfarm correction)

The UPGMA dendrograms constructed for the populations within the major cluster A showed a
similar pattern as the UPGMA analysis on the entire clone corrected dataset, i.e. no geographic
clustering according to country was detected (Fig).5Within cluster A, also no consistent

clustering according to lake connectivity was found, whereas within cluster B lakes clustered

together according to their connectedness (Fig. 5B).
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Fig. 5:UPGMA cluster analysis Aterionella drmosapopulations within cluster A (A) and cluster B (B)

using the allele sharing distancead© UPGMA dendrograms are based on unique MLGs. Numbers indicate
bootstrap support values. Populations are coded according to Table 1. For cluster B thevifdea¥ins

are pooled together because of the very small sample sizes.
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Discriminant Analysis of Principal Components (DAPC) analysis also showed a similar clustering
pattern with the 3 major clusters as defined by FCA (Fig. S2). In addition it revealednere
substructure within the two major clusters. Because BIC values from the discriminant analysis of
LINAYOALI E O2YLRYSyida o65!'t/ 0 RSONBIFIASR 02y dAy
straightforward to determine the optimal number of K (Fi§3). Therefore the results are
presented for different numbers of K, starting from K=3 until K=11 (the optimal K as determined by
WI22RFAGQ ONRGSNRA2YO O6CAIDd cud 2AGK Y aSd I a
and B that were also fouhwith FCA. The third cluster C which was comprised of a subset-of CH
Lake Rot isolates was also differentiated from K=4 on (Fig. 6). With increasing number of K
additional subclusters were found within both major clusters A and B. At the highest numkKer of
(K=11), the larger cluster A contained 8 subclusters and cluster B only two.

Within the larger cluster A, individuals of most lakes were scattered over several clusters. The only
lakes for which individuals grouped together in one cluster werd_&dleMaarsseveen, GHake

Halwill and CHower and upper Lake Zurich (with the exeption ofeo@Hlower Lake Zurich
strain). Within cluster B CHbwer and upper Lake Zurich formed a separate cluster whereas the
other lakes were not differentiated and clusteres one group together (Fig. 6). Similar results

were found with InStruct (data not shown).
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Fig. 6:Assignment probabilities of eagh formosasolate performed using DAPC with K=3 until K=11. Each
individual is represented as a vertical bar gaotied into K segments, whose lengt is proportional to the
estimated membership in the K clusters.

When individuals of each lake were separated according to their assignment to the three major
clusters A, B and C, found by all clustering methodsakes decreased and became insignificant
(Table 8). Linkage disequilibrium also decreased, except for the poolddNEHbasins (Table 8).
However this may be due to the pooling of the basins since DAPC analysis showed that individuals

of CHVWS were scattedbover several clusters.
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Table 82 NA 3K Q& Ay o NBFHardligkage AedulibfivinGok éaghipopdlaiion separated
according to the major clusters A, B and C.

Population N Rs LD
Cluster A

BS 5 -0.238 0 (36)
HW 4 0.008 0 (36)
GS 22 0.037 8 (28)
RS 5 0.062 0 (36)
ZSU+ZS0O 10 -0.095 4 (28)
VWSA+B+C 18 0.073 21 (36)
MSV 9 -0.103 0 (36)
VKV 9 0.259* 1 (36)
Cluster B

BS 5 0.04 0 (21)
HW 3 -0.429 Na
GS 6 -0.161 0 (13)
ZSU+ZS0O 12 -0.172 0 (15)
VWSA+B 5 -0.391 Na
Cluster C

RS 6 -0.481 Na

Linkage disequilibrium (LD): number of pairwise combinations of loci that were in significant genotypic
disequilibrium after sequential Bonferroni correction (the number of tested combinations are in
parentheses. For HW, VWSA+B and R$&dh®bination of low sample size, missing data and
monomorphic loci did not allow the analysis of LD. The reduced number of tested combinations for the
other lakes was mainly due to the presence of monomorphic loci.

*P <0.05,

Discussion

Strong within l&ke population subdivision

The initial objective of our study was to determine genetic diversity and the scale of geographical
population structure in the planktonic diatorA. formosa We started with the assumption that
each lake represented a single pdgtion. An unexpected pattern, however, revealed much
higher genetic differentiation within lakes than among them. Cluster analyses withaqariori
assumptions of grouping detected three major genetically distinct clusters. Most intriguing was
the dichotanous split up of all the Swiss lake populations into two clusters, whereas the Dutch
populations were only present in the largest cluster and a subset of isolate-bak#Rot formed

a distinct cluster. The subset of strains that were analysed by AFLBliffddnFragment Length
Polymorphism) revealed an identical pattern suggesting that these clusters were not a
methodological artefact of the microsatellite markers (Fig. S1). Moreover, the clusters were robust
towards removing loci that showed evidence foull alleles (data not shown). These results

provided strong evidence for the presence of a Wahlund effect which may also explain the strong
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deficiency of heterozygotes in almost all populations and a high proportion of loci in significant

linkage disequibrium in some of the populations.

Linkage across loci could be a sign for a dominant clonal reproductive mode. However, under such
conditions one would also expect negative\Rlues, indicating an excess of heterozygotes. This
occurs due to the divgience of alleles within loci as the two copies will accumulate different
YdziF GA2ya 20SN G§AYS {BAlBuxytal280HalkeBet 8.0260B Yy STFTFSOD
Possible explanations for the observed positive Vialues are i) presence of null alleles, ii)

inbreeding or iii) a Wahlund effect, i.e. population subdivision.

Our analysis with MICROHECKER iret revealed evidence for the presence of null alleles at
some of the loci. However, despite exclusion of these loci from the analysigldes remained
positive. When null alleles would play an important role we would also expect that null
homozygotes ppear as missing genotypes (since homozygotes for a null allele will produce no
PCR amplification). In general our dataset contained few missing values and we did not observe

any pattern between gand the number of missing values across loci.

Inbreedingwould be another mechanism which leads to an excess of homozygosity. In diatoms an
immense variation of sexual reproductive patterns exiann 1993 and there is evidence that
some species are capable of intraclonal respicithn, i.e. selfingMann et al. 2001 When sexual
reproduction occurs after a bloom consisting of few dominant genotypes, the chance of mating
with a close relative could indeed be very high. Unfortunately there is nanrdton on the
mating system ofA. formosasince sexual reproduction was never observed and could never be
induced under laboratory conditions at present. However, when inbreeding/selfing would occur,

one expects that it affects all loci equalyonner and Hartl 20Q4which was not the case.

When the individuals of eadake population were separated according to their assignment to the
main clusters A, B and Gg ffalues and LD decreased and most became insignificant. We are
aware that in most of the cases where populations were split up, sample sizes became too low i
order to properly test for Hardy Weinberg deviations and linkage. However, in the caselak€H
Greifen (cluster A) and Gthke Zurich (cluster A and B), sample sizes were still acceptable.

Moreover, NELake Maarsseveen, the only population which @uvstl as a single group together
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showed no deviations of HWE and linkage. Taken all this, we conclude that subpopulation

structure (i.e. Wahlund effect) was the main cause for deviations from Hardy Weinberg.

The unexpected presence of this strong populatisubdivision within lakes clearly influenced
measures of genetic differentiation between lakes, since high structuring within populations leads
consequently to an underestimation of between population structuring. This was visible from both
the low Fst vues between lakes and from the UPGMA dendrogram where Dutch lakes clustered
together with Swiss lake and AMOVA analysis which did no gave evidence for significant regional
structuring. In this respect, our study contrast greatly from the previous popuaenetic study

with allozyme markers bgSoudek and Robinson 1988hich did not findgenetic variation within

populations but found considerable genetic differentiation among populations of different lakes.

Hidden diversity?

The results of our study raise an important question: are these subpopulations highly
differentiated populations o single species or do they represent different (cryptic) species?

The present data is insufficient to provide a clear answer to this question. We can only argue that
the observed pattern of genetically similar coexisting subpopulation pairs acrossofrtbst Swiss

lakes (connected as well as unconnected) can only be achieved when gene flow between lakes is
much higher than within lakes. Reproductive isolation between the coexisting subpopulations

could lead to such a pattern, i.e. when they represegptic species.

Sympatric reproductive isolation has already been observed among several cryptic diatom species
(Mann 1999, Amato et al. 2007). Reproductive barriers can occur on a spatial and/or temporal
scale when populations for example differ in thdireeding time. Genetically differentiated
subgroups within a single geographical population of the marine dinoflageAé®&andrium
tamarensewere attributed to the annual recruitment of the population from a heterogeneous
cyst bed consisting of differeryear classegAlpermann et al. 2009 similar to the recruitment of
Daphnia from a heterogeneous dormant egg bdikielsch et al. 2009 Resting stages .
formosa have never been foundLund 1949 but cells have the ability to overwinter in a
vegetative state(Lund 1949 Characteristic for dtom life history is the progressive cell size
reduction during asexual growth with a reconstitution of cell size through sexual reproduction
when a certain minimum cell size is attain@dewis 198% The simultaneous occurrence of

different size classes within lake has been observed in many freshwater diatoms, including
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formosa (Mann 1988. Genotypes with different cell sizes may attain their sexual phase at
different time points, thereby exchanging genes only with a certain subset of genotypes. Such
asynchronous reproduction periods could generate coexisting populations stiiting genetic
differentiation. We, therefore, measured the frustule length of a subset of our isolates (80nC
backups) that occurred in both clusters A and B. In Lower and Upper Lake Zurich we found two
different size classes that corresponded tettwo clusters A and B (Fig. S4). This suggests that
such a temporal mechanism could be a potential explanation for the observed population
subdivision. However, this clear dichotomy in size was not found in the other lakes which also had

representativesn both clusters (Fig. S2).

Finally, a combination of mating experiments, multiple molecular markers and detailed
morphological analysis is needed to determine to which extent these subpopulations are
RAFFSNBYUGALFGSR yR YI & ilNSfoiM&SaMaghilooa)ONE LJG A O & LIS

Local and regional diversity

Local (within lake) genotypic diversity Af formosa, assessed in this study with microsatellite
markers, was in between the two extreme findings of Soudek and Rob{A8&3 (no diversity
within lakes) and De Bruin et §2004) (each isolate genetically unique). The discrepancy between
the levels of clonal diversity between both studies and ours is most probably due to the different
markers useqdNybom 2004 Pang et al. 2010)n all lakes, also Nlake Maarseveen (studied by De
Bruin et al.(2004), we detected identical MLGs that belonged to the same clonal lineage with high
probability. However, the proportion of clones varied among lakes. Two DAtcliormosa
populations showed extreme low diversity, i.e. they were represeriigca single clone. These
populations reflect the strong clonality of this species as observed by Soudek and R¢b8&3n

The reasons for the extreme low genotypic richness in Lake Zwemlust and Fort Vechten could be
due to both historical and morphological characteristics of these lakes. Both are artificial, isolated,
small and shallow lakedn the parthenogenetic water fle®aphniait has been shown that
populations inhabiting smaller water bodies had lower clonal diversity, mainly due to smaller
population sizes causing increased genetic dfiffanoverbeke et al. 2007 Moreover Lake
Zwemlust was subjected to a recent biomanipulation event in 1989 where the whole lake was
drained and #owed to refill with groundwate(Gulati and van Donk 200Z~ounder effects could
additionally play a role in the very low genetic diversity within this lake. dmaller differences in

clonal richness between the other lakes may be related to different successional stagesfof the
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formosabloom. Although we tried to minimize the time between samplings we observed during
the isolation process that populationstivin lakes were at different stages of bloom development,
i.e. A. formosadiffered in abundance. Populations which were potentially in the early stage of a
bloom (low cell abundances) showed the tendency to have higher clonal diversity than
populations atthe peak or end of a bloom (high abundances) (see Table 1). In addition, higher
abundance was usely accompanied with higher prevalence of chytrid parasitism (personal
observation, not quantified). Mechanisms like directional clonal selection where sonatypes

are favoured under certain environmental conditions and profit from rapid asexual growth could
lead to a decrease in clonal diversity. This was shown in a study on the cyanobadikcratystis
aeruginosawhere one dominant ITS (internal transcribepacer) genotype was progressively
selected during the development of the blogi@riand et al. 200P A microsatellite based study of
Rynearson and Armbrug2005 on the other hand did not observe a reduction of clonal diversity

in the marine diatomDitylum brightwelliiduring the entire spring bloom, suggesting balancing

selection of genotypes caused by frequent environmental changes.

Overall clonal versity of the freshwater diaton®. formosawas rather low (R = 0.51 averaged
over all populations) compared to the majority of studies on marine profisteans etal. 2004
lglesiasRodriguez et al. 20Q0@.owe et al. 2010Masseret et al. 2009Rynearson and Armbrust
2000 using microsatellite markers. We do not think that the quality of our microsatellite markers
caused these different results since all loci showed moderate (5 alleejgh (18 alleles)
polymorphism. Since only few microsatellite studies exist on genotypic diversity within freshwater
protists (Evans et al. 2004t is difficult to estimate if the lower clonal diversity observedAn
formosais species dependerar results from inherent differences between freshwater lake and
marine habitats (as discussed above small vs. large habitats). When we consider the three distinct
genetic goups as the unit of diversity we can say that this diversity was geographiaaliniyn
distributed. Group A was present in all lakes whereas group B only occurred in the sampled Swiss
lakes and group C was found in a single lakd.-&ké¢ Rot. The presence of multiple genetic groups

in the analysed Swiss lakes compared to a single gegetup in the Dutch lakes may be due to
both historical and/or environmental factors (Vyverman et al. 2007). The Swiss lakes in this study
were all natural lakes and of much older origin (retreat of Pleistocene glaciers ca. 1060000

years ago, Wetd 2001) compared to the relatively young and artificial Dutch lakes that were
sampled (oldest one from the f8century). Asterionella in Swiss lakes may thus have had more

time and opportunities to diverge. Swiss lakes had also a higher degree of cedness$ than the
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Dutch lakes which were all strongly isolated water bodies. Patterns of diatom richness has been
shown to be highest in regions with numerous, highly connected water bodies where chances of
successful colonization increase and local extmctiates are reduced, in agreement with theory

of island biogeography and metacommunity concepts (Vyverman et al. 2007).In general the Swiss
lakes also differed from the Dutch lakes in morphology, i.e. larger and deeper lakes. Larger
habitats and spatial éterogeneity often correlates with higher diversity because of increased
opportunities for diversifying selection (Vellend and Geber 200&¢restingly, an early study by
Ruttner(1932RSa ONA O SR | f NS R& (KS AleBnasayapbe l&kds ol g 2 ¢
the basis of their frustules length and vertical distribution. The smaller form hypolimnetica (33 to

54 um) was found to be dominant in the deeper colderetay(10 r/40 m) of alpine lakes and
described as stenotherm. The larger form epilimnetica (63 to 90 um) was more dominant in the
upper layers (0 nR22 m) and described as eurytherm. Beside cell size differences no other
morphological differences were fourtietween the two varieties. A hypothetical scenario for the
distribution of the genetic groups can be formulatedPNE dzLJ . NBLINBASYyGAy 3
KFra RAGSNHSR IyR &LINBIR gA0GKAY {oAaa fl1Saz
nchS¢ YlIé& y20 0SS LINBaSyd Ay 5dziOK 1 1Sa 0A®dSe
selects) Another alternative is that group B only diverged recently and did not arrived yet in the
sampled Dutch lakes. Or group A may have colonized the Dutch ledtesniil benefits from this

priority effect (monopolisation theory, see De Meester et al. 2002), preventing cluster B from

establishing itself.

Conclusion and Outlook:

Our results on the genetic diversity and population structure patterns in the commashirater
diatom Asterionella formosahowed surprising but interesting patterns. However we are still in a
very preliminary stage and elucidating these patterns will require much more sampling effort,
additional molecular analyses and research on sevemddas of diatom biology and ecology.

It is crucial to obtain a better characterization of the three genetically distinct clusters in order to
to determine if we are dealing with a species complex witAinformosa This will require a
combination of seval tools. (1) Molecular analysis with mitochondrial markers such as cox1 and
cob genes have been successfully used in other protist studies for discerning cryptic species
(Alverson 2008). (2) Firgrained morphological investigations may reveal subtle eténces
between the groupsPappas & Stoermer (2003) have put the taxonomic statué.oformosa

earlier already into question and provide evidence for at least seven distinct shape grodps of
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formosafrom the Great Lakes based on morphometric dataR8)siological studies may identify

if the observedneutral genetic divergence also reflects adaptive divergence sira#ogical
differences may influence genetic differences when it changes patterns of gene flow. (4) Ideally
mating experiments should beepformed to detect reproductive isolation between members of

the different genetic groups (Mann 1999)

Over the past twenty years, an increasing number of cryptic and/or pseuguic microalgae
species have been discovered within traditionally describesinopolitan morphospecig®mato

et al. 2007; Beszteri et al. 200Ppulickova et al. 2010Smayda 2011Trobajo et al. 2000
Moreover, the question whether dealing with large intraspecific genetic differentiation or
presence of cryptic species is becoming a recurrent issue in population genetiesstuiti
diatoms. This study again underlines that population genetic studies on protists are not trivial
tasks since the potential presence of cryptic species can generate patterns which are difficult to

interpret (Evans et al. 2009).

Asterionella formos#s ubiquitous and one of the dominant spring bloom phytoplankton species in
many temperate lakes. It constitutes an important component of the food web and functioning of
temperate lakes and is often used as a bioindicator. The potential hidden diversitg in this
study may have implications for the further use &f formosain biogeographical studies and

ecological monitoringgrograms (Mann 2010).
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